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FOREWORD

This report was prepared by the Phi! co Corporation Advanced Tech-
nology Laboratory, .lue Bell, Pennsylvania, on Air Force Contract No.
AF 33(657)-8478, Task No. 433521 of Project No. 4335, "Demonstration
of the Feasibility ,- Delta Modulation for Pictorial Transmission. "
The work was administered under the direction of Electronic Warfare Division
of the AF Avionics Laboratory, Aeronautical Systems Division. Mr. Robert
Remm was project engineer for the Laboratory.

The studies presented began 15 April 1962, were concluded 15 May 1963,
and represent an effort of the Pictorial Data Processing Group of the Philco
Corporation Advanced Technology Laboratory. Mr. Robert V. Cotton was the
engineer responsible for research activity of the Philco Corporation.

Although the studies were a group effort, the chief contributors were:
Richard A. Schaphorst, George R. Strohmeyer, Albert F. Tillman, Robert D.
Vernot, Richard W. Yutz, and Ronald D. Lewars.

This report covers the work on Phases I and II of Contract No. AF
33(657)-8478. The contractor's report number is V040-F.
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ABSTRACT

An extensive investigation of Delta Modulation techniques for encoding
pictorial data was made to determine the parameters of Delta Modulation
systems for various image communication applications by (1) system analy-
sis, (2) computer simulation, and (3) experimentation. The analysis and
computer simulation included one-bit and two-bit systems with linear inte-
gration, double linear integration with prediction, and exponential inte-
gration. Fifteen different Delta Modulation encoding logics were simulated
during the program. Most importantly, the performance of these logics, as
well as that of PCM, in the presence of data-link noise has been simulated
and evaluated. Images of all these simulations are presented for evaluation.
A feasibility model of a 25-Mc two-bit exponential integration Delta Modula-
tion encoding and decoding system with a serial bit rate of 100 Mpps was
designed, constructed, and tested.

A table of the key parameters of PCM and Delta Modulation encoding
systems, based upon the analysis, simulation, and implementation, is
presented. Using this table and the images., the image communication
system designer can choose the best technique and combination of para-
meters to fulfill his particular application.

It is concluded that for a typical image communication system, two-
bit Delta Modulation with exponential integration and sampling at two to three
times the information bandwidth represents the best compromise of para-
meters. The resultant"compaction over six-bit PCM is two to three.

-i11-
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I. INTRODUCTION

This technical report describes the effort conducted by the Philco
Corporation under a program entitled "Demonstration of the Feasibility of
Using Delta Modulation for Pictorial Transmission, " U.S. Air Force Contract
No. AF 33(657)-8478. Phase I, which comprised the first six months of effort,
was concerned with the analysis and computer simulation of candidate Delta
Modulation logics for encoding pictorial data and with studies of high-speed
circuits suitable for implementing a Z5-Mc Delta Modulation system. The
results of the PT. q. I efforts were described in detail in a Technical Note, I

published in November 196Z.

The main tasks of both phases of the contract are listed below.

Phase I

(1) Survey and theoretically analyze Delta Modulation and
PCM systems.

(2) Simulate PCM and various Delta Modulation logics by
means of a computer.

(3) Design, analyze, and experimentally test high-speed
circuits for possible implementation in. the Z5-Mc
feasibility model.

Phase II

(4) Continue the study by analysis and computer simulation
of Delta Modulation logics.

(5) Design, construct, and test a two-bit Delta Modulation
system operating at a sampling rate of 50 Mc with a
serial bit rate of 100 Mpps.

This final report does not repeat all the details contained in the Technical
Note For example,the theoretical analysis and experimental tasks in Phase I
have been largely deleted from this final report. Only the highlights of these
tasks and the computer simulation 'work closely related to the Phase II program
are. included.

The work on these tasks is described in Sections III and IV, respectively.

Manuscript released by authors on 15 May 1963 for publication as an ASD
Technical Documentary Report.
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Section II describes the broad spectrum of Delta Modulation techniques

applicable to this program and presents the mathematical equations representing
their operation.

Section V presents the conclusions developed during both phases of the
program. It was concluded at the termination of Phase I that two-bit Delta
Modulation with a single, exponential integrator is the best compromise between
the many parameters of candidate coding logics -- bit rate, noise performance,
fidelity, size, weight, and power. This conclusion is further borne out by the
fact that images produced by linear, double integration with prediction during
the computer simulation of Phase II are inferior in quality to those employing
single integration at relatively low ratios (2 to 4) of sampling rate/highest
analog frequency.

Section VI outlines several areas of consideration for future investigations
-of Delta Modulation techniques as applied to image encoding. Included are two

new Delta Modulation logics which appear to warrant further consideration.

I



II. GENERAL DESCRIPTION OF DELTA MODULATION SYSTEMS

A. Description of Techniques

1. One-Bit Delta ModulationZ

The one-bit Delta Modulation system represents the simplest
form of a digital communications system which will yield usable results.

Figure 1 shows the encoding process of an arbitrary analog waveform of such

a system.. The analog signal is introduced to a subtraction network where
the feedback signal, assumed zero for the first comparison, is subtracted

from it. The resulting error signal, the difference between the analog signal,
e s , and the feedback signal, ef, is then compared with the reference level of

the comparator, in this case zero. The comparator provides an output pulse
upon a clock pulse command. The output pulse, e d in Figure 1, is positive if

the error signal is positive and negative if the error signal is negative. These

pulses comprise the digital output of the system to be transmitted to the decoder
and are also integrated in the feedback loop of the Delta Modulation encoder to
form the feedback signal, ef, as shown in Figure 1.

The Delta Modulation encoder is a slope-limited system rather

than an amplitude-limited system. The maximum slope that can be attained
is dependent on the pulse height, h, and the clock or sample pulse period, T.
This. relation is expressed as

Maximum slope = h/T.

Therefore, the response time of the encoder to a step function depends on the

amplitude of the step function. Obviously, if the step function amplitude were
equal to the pulse height, h, the encoder would respond exactly. The upper

-r frequency limit of the encoder is then specified by the maximum permissible

amplitude of the analog as well as the clock-pulse frequency and the pulse
height.

The decoder contains an integrator similar to that in the encoder

and an output filter.

2. Multibit Delta Modulation 3

The multibit Delta Modulation encoder is similar in operation to
the one-bit, except that the error signal is now quantized into 2 N levels where
N equals the precision of quantization or encoding. This increased precision( describes the error signal more accurately on an amplitude basis and therefore

-3-
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provides a better correction to the reconstructed signal in the feedback loop.
Judicious methods for specifying the relationship between quantization intervals
and step sizes, or increments added to the output of the integrator due to in-
tegration of input pulses, are described in Section II-B-2-c.

The construction of the quantizer of a multibit Delta Modulation
encoder may take several forms. A general block diagram is shown in Figure Za.
The single comparator of the one-bit case is replaced with a quantize2. providing
a parallel output code of n digits, which are added algebraically to uniquely
define each quantization interval of the error signal. Each of the n digits obeys
the same rule as in the one-bit case; a positive pulse is generated if the error
signal is greater than the reference level and a negative pulse if the signal is
less than the reference level. The number of comparisons required for a paral-
lel quantizer is

n = 2 N _,

where N equals the precision of encoding in binary bits and n is the number of
digits or pulses which must be added algebraically to define the quantization
of the -error signal.

An example of the encoding process for a two-bit Delta Modulation
system is shown in the waveforms of Figure 2b. By combining the pulse outputs
of the three comparators in the parallel quanitizer, 2 N or four step heights are
obtained; assuming a unit pulse height for each comparator, e 0 , el, e?, the
steps are +3, +1, -1, -3. The reference levels for the three comparisons are
+1.5 for e 2 , 0 for e l , and -1.5 for e 0 . Assuming the feedback (integrator)
signal to be zero at the first sample pulse and the input signal, e s slightly
positive, the first comparison yields a positive pulse at eo, a positive pulse at
e l , and a negative pulse at e 2 , as shown in Figure Zb. The resultant summation
is a pulse of +1 amplitude which is integrated to form the feedback signal. At
the beginning of the next sample period,' the error signal, e. - ef, is equal to +1;
therefore, the same set of pulses are produced by the quantizer, summed, and
integrated. At sample time 2, the error signal is equal to +2. 3; therefore, all
quantizer outputs are positive. This provides a pulse of amplitude +3 to be in-
tegrated. The effect of this large step of amplitude +3 is observed in the inte-
grated waveform or feedback signal, ef.

7 The maximum slope of the multibit Delta Modulation encoder is

given by

Maximum slop_ ( 2 N - 1)h

-5-
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where h = pulse height. Therefore, for a two-bit system with a step height
and sampling period similar to a one-bit system, the maximum slope is
three* times as great. If the maximum signal amplitude were equal for both
systems, the response of the two-bit system to a maximum amplitude input
step function would be three times faster than the time required for the one-bit

system for identical sampling rates.

The output pulses from the quantizer are generated in parallel
form; three transmission channels would be required to transmit this code.
If it is desired to transmit the code in a single channel, the quantizer output
code must be either serialized in its present form or converted to a more
efficient code such as conventional binary, requiring only N digits rather than

2N- I digits as in its present form. Thus, the output serial bit rate of the
system is Nfs, where fs is the frequency of the sampling pulses.

3. Linear and Exponential Integrators

a. Single Linear Integration 2

A simple type of Delta Modulation system is obtained by

using a linear integrator in the feedback loop. The response of the integrator
to an impulse or narrow pulse approximates a step function, provided the in-
tegrator has a long time constant. The response of such a circuit to a series
of positive and negative narrow pulses is a signal built up from positive and
negative steps to form a step curve oscillating around the input signal to the
Delta Modulator. Figure lb shows the output of a linear integrator, ef, in
response to a train of narrow pulses, ed . Linear integrators used in Delta

Modulation systems have several important characteristics.

(1) Contouring

The output of the integrator is quantized into fixed

levels because the contribution from each succeeding input pulse is, always
a fixed increment. Therefore, the number of reproducible levels is limited
and constant for any particular step size or increment. As a consequence,
such Delta Modulation systems suffer from a threshold effect. Signals which
approach dc are represented by an oscillation composed of an alternating
sequence of steps. The amplitude of oscillation is equal to the increment pro-
duced by a single input pulse to the integrator.

(2) Transient Response

s -Another characteristic is concerned with the transient
response of the system. The maximum rise time response available from a

-7-



linear integrator is directly dependent upon the number of steps required to
traverse the entire dynamic range of the input signal. Large step sizes will
reproduce faster rise times but will also reduce the number of distinguishable
levels obtainable from the integrator. Therefore, the maximum frequency
that can be faithfully reproduced is directly proportional to step size. Obvi-
ously, some compromise must be made between transient response and the
number of gray-scale levels desired to reduce contouring.

(3) Noise Immunity

The final characteristic to be discussed is noise im-
munity. Delta Modulation systems employing linear integrators have rela-
tively poor noise performance as compaired with PCM. A transmission error
is propagated for the entire scan line or until the integrator is reset at the be-
ginning of the next scan line because a linear integrator has memory. There
is no decay of the output signal between input pulses. To cancel out the effect
of the noise prior to resetting the integrator, linear integrators need as many
positive error pulses as negative error noise pulses.

b. Exponential Integration4 ' 5

Decreasing the time constant of a linear integrator to some
small finite value produces an exponential integrator. Such an integrator used
in a Delta Modulator has several important characteristics.

(1) Utilization of Image Statistics

Figure 3 (a and b) shows the output of an exponential
integrator fed by a series of equal-armplitude pulses of width 6. The exponential
shown has a time constant of approximately 4 r, where T is the interval between
input pulses. Notice that the contribution from each pulse is not a constant
amount but varies as the integrator output approaches the upper limit. Equal

-rilbes fed into such an integrator will produce more of a change when the in-
tegrator is discharged than when it is nearly charged. This can be seen by
comparing the dotted steps in Figure 3a which show the amount of signal con-
tributed by each input pulse. Thus, one of the attributes of an exponential in-
tegrator is the fact that at either extreme there is a maximum chance of
increase or decrease. When reproducing an increasingly lighter or darker gray

level, there is a progressively smaller chance that the next sample will be
toward white or black as the extremes are approached.

Figure 3c illustrates the change which would occur
along two different integrating paths whose time constants are identical. If the
last output of the integrator is at level A, a point near the upper extreme, the

next input pulse can move the signal along either path. If the input pulse is

-8-
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positive, the output will be at level B; if the pulse is negative, the output will
be at level C. Notice that DC is greater than DB, the maximum change being
in the direction of most probable direction of the input signal - - toward the
lower extreme. Thus various step sizes are used where they are most likely
to occur.

(2) Reduced Contouring

Contouring effects are reduced using exponential inte-
gration. Two steps rarely occur at exactly the same gray level because of
the nonlinear nature of an exponential curve. Thus distinct contours which
would ordinarily occur with a linear integrator are broken up and do not appear
as objectionable in the generated output image.

(3) Better Rise Time Response

The initial slope of an exponential curve can be made
quite high, thereby introducing larger steps initially to follow fast.changes in
the input waveform without introducing the attendant contouring problems, as
in the linear integration system. Therefore, higher bandwidth signals can be
reproduced.

(4) Good Noise Performance

An exponential integrator has relatively good perform-
ance in the presence of data-link noise. The fact that the time constant of the
integrator is finite means that between input pulses the integrator decays
exponentially with the same time constant that is used for integrating the pulse.
This decay can be seen in Figure 3a. The integrator, therefore, has a short
memory and the system recovers very quickly from a noise pulse. The length
of time it takes the integrator to recover is directly proportional tothe time
constant of the exponential. As pointed out previously, linear integrators which
have long time constants require long times to recover. Exponential integrators,
with their shorter time constants, are in a much more favorable position in this
respect.

(5) Oscillation Effect

An undesirable effect occurs if the input pulse rate or

sampling rate is too low. Operation in a region away from the midpoint of the.
dynamic range dictates that a step in one direction will be greater than a step
in the other direction (see Figure 3c). When point A is near the upper extreme,
several positive steps are required to balance one negative step and a large am-
plitud- oscillation having a frequency low relative to the sampling frequency is

-10-



encountered in this region. The amplitude and frequency of this oscillation are
a function of the location of the input in the dynamic range. At the midpoint,
the amplitude is minimum and the frequency maximum. The frequency of
oscillation can be made subjectively unobjectionable by increasing the sampling
rate or increasing the time constant of the integrator. Therefore, a compromise
must be made between T, the sampling period,' and T, the time constant of the
integrator, to achieve acceptable output images.

4. Double Integration

2
a. Straight Double Integration

In the Delta Modulation systems discussed above, every
input pulse to the integrator had the effect of increasing or decreasing the
level of the output signal by a ce.rtain amount. An integration process where
every input pulse has the effect of changing the slope instead of the amplitude
of the output signal has been reported in the literature. A train of pulses
derived from the Delta Modulation quantizer is converted to the, signal, ef,
shown in Figure 4 by the use of a double integrating network. The output of
the first linear integrator is a step waveform. Linear integration of a step
function is a signal of constant slope. The train of pulses.to be integrated is
deri dey-sbtracting--e-fr-&... -5 -the input signal, and quantizing the resultant
error signal. Eveiy pulse changes the siope of ef by the same amount in the
positive or negative direction.

Double integration has several important characteristics.
Contouring is a function of the initial slope, S, shown in Figure 4. Here S has
been specified in terms of the step size, I, of the first linear integrator. Since
S is one-half the value of I, the number of reproducible levels available from
the double integrator would be twice that from the single linear integrator,
thereby decreasing the contouring associated with such systems. Double inte-
gration systems have better transient response. Notice in Figure 4 that, for
a single linear integrator, seven steps would be required to reproduce the rise
of es (solid plus dotted steps). However, only four steps (solid steps) from the
first integrator were required for the double integration system.

All of the previous comments concerning noise performance

for a linear integrator apply to double integration because any transmission
noise will alter the input pulse train and be reflected for a long time in the
output of the first integrator. One other disadvantage is readily seen inFigure 4.
The output signal, ef, crosses es with a high value of its first derivative and
causes the system to produce negative pulses during a long time interval. Con-
sequently, ef will again cross' es with a high negative value of its first derivative,
and large amplitude oscillation is maintained causing a great deal of overshooting,

-11-
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2
b. Double Integration with Prediction (DIWP)

One logical way to prevent this overshooting is to have the
ability to look ahead and foretell the future value of the signal. In this manner,
the first derivative of ef, when it crosses e s , will not be quite as large and
less overshooting will occur. Figure 5 shows a Delta Modulation system using
double integration with prediction. With this system, values of the signal, e s ,

are predicted assuming the present slope of ef does not change -- hence the
dotted lines in the figure. These predicted values are compared with es to
generate an error signal and the train of input pulses. A comparison of
Figures 4 and 5, where es is the same signal for both systems, shows that
overshooting is reduced considerably. The prediction interval can be as long
as desired. However, transient response is directly related to the length of
this interval. As the prediction interval approaches zero, the transient re-
sponse approaches the maximum available from double linear integration.
As the interval is lengthened the transient response becomes poorer and
approaches the response of a single linear integrator. Thus, one advantage
of double integration would be lost. The prediction interval shown in Figure 5
is 1 T, where T is the pulse rate period.

Double integration with prediction has the same advantages
as double integration without prediction with respect to contouring and transient
response. Its noise immunity is poor, since double integration with prediction

'Vses linear integrators with long time constants.

6
C. Double Integration with Phase Reversal6

A second technique for reducing the 'overshoot and oscillation
characteristic of straight double integrators has recently been developed. This
approach is more effective than double integration with predicti-n because it
provides the means for instantaneous reversal of the. slope of the output wave-V form. This system contains an integrator which sums the waveforms of two
exponential generators together to form the output signal. Conventional one-
bit Delta Modulation sends only one unit change of level per pulse. InformationItheory suggests that., with a sequence of n pulses, all of the same polarity, the
level should vary as 2 n or exponentially (the logarithm base two). The system
to be described here can provide increments which vary exponentially with
time. The equations below illustrate the correspondence between 2 n and the
naperian function et. If

et ? n

then

t=nln 2 =0.693n.

-13-
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Figure 6 is a block diagram of the double exponential
integrator. The flip-flop takes a state depending on the polarity of the pulses
derived from the one-bit quanti,' er in the Delta Modulation system. The
exponential generators are used alternately, one generating positive wave-
forms for positive pulses and the other, negative waveforms for negative
pulses. The impulse device delivers the proper initial impulse to the expo-
nential generators whose outputs are summed in an integrator to provide the
desired output.

The exponential level change is illustrated in ,Figure 7,
which shows the approximated system response to a step function.' Initially,
with the positive start pulse, a transmitted level might be one unit of amplitude.
If this is insufficient, another pulse of the same polarity adds another unit,
doubling the quantity. If this is again insufficient, another positive pulse adds two
more units, again doubling the quantity. Thus, the total count proceeds expo-
nentially with pulses transmitted according to 2 n . Should the increment be too
large, the pulse signal reverses and the count direction reverses, reducing in
magnitude by a factor of two. In two steps (see Figure 7) it retraces the over-
correction searching for the correct magnitude. This situation is contrasted
with double linear integration which may take many steps to retrace the over-
correction.

This type of integrator has several important characteristics.
Contouring would be virtually eliminated because increments as small as ± 1
unit are possible. The high frequency response of the system would be good
because of its fast phase reversal characteristic. Its noise immunity char-
acteristics would be an improvement over that for double linear integration
because of the finite time constants of the exponential generators.

Several disadvantages are apparent,,, however. As can 'be
seen in Figure 7 the system overshoots by a rather large amount, depending
upon the amplitude of the step input. Incorporating a prediction feature or
slope limiter would limit this. The response of the system to large-amplitudeii. step inputs starts out rather slowly and builds up faster and faster. This is
contrasted with single exponential integration Delta Modulation systems which
have the largest contributions with the initial pulses. Succeeding increments
get smaller and smaller. The phase reversal system does not make use of the
probability characteristics of image data as does the exponential integrator.

Table 1 summarizes the important characteristics of the
integrators used in Delta Modulation systems.
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B. Mathematical Description

1. Derivation of General Equation

An equation for the output voltage of an RC integrating network
of a Delta Modulation system whose input is a pulse has been set forth by
Holzer. 4

Vn(t) = Vn (t) + h (e ] e

6 < t <

.,,where

Vn.l(t) = voltage across the capacitor at the beginning of
the pulse,

h = pulse height,

6 = pulse width,

T = time constant of RC integrator.

As pointed out by Holzer, each pulse yields an instantaneous increase of

G = h(e 6 /T - 1) (2)

in the input voltage, independent of the charge across the capacitor; however,
the effective increase of output voltage between two instants of time, T, is
dependent on the initial charge of the capacitor. A. sequence of pulses will
produce an output waveform similar to that shown in Figure 8. Mathematically,

J the output voltage at the end of each T, the pulse period, is:

Vn = Ge -T/T + Ge-2T/T+ + Ge-nT/T

n =o

Vn = G e e-nT/T (3)

n=l
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As n increases, it is clear that V n approaches a limit:

h(e6'T - 1)

Vmax 
TI

e T/T

I G
G (4)

e T/T I

It is straightforward to generalize Equations 1 to 4 to include multibit Delta
Modulation systems with both linear and exponential integration. In the
multibit case, G, the instantaneous increase of voltage at the beginning of a
sample period takes on more than one value and for a two-bit system is
designated

GL = large increment,

GS = small increment.

The decision to use GL or GS in any sample pe'iod is determined by the
magnitude of the error signal existing at the beginning of the sample period.
Therefore, the output voltage at the end of the sample period is:

Vn = (±GL, S + Vn-l)e -T/T (5)

For systems employing a single linear integrator, the time constant, T, becomesf very large so that Equation 5 reduces to

Yn  GL,S + Vn.I (6)

Cascading of two linear integrators together produces the double
integration process, described in Section II-A-4. For a one-bit system, the
value of G takes on only one value, and consequently the output of the first
linear integrator becomes

Vn = -+ G + Vn _ 1 (7)

Since Vn is the input to the second linear integrator, the output of this integrator
at any instant of time depends upon the amplitude of Vn and its sign. A measure



of this amplitude is given by the count number, Cn, where

V
Cn _ n (8)

G

Essentially, C n counts the number of steps of the staircase which are above or
below zero, the center of the dynamic range of V n . Also, C n may be thought
of as counting the net number of input pulses to the first integrator at any
instant of time. From this standpoint, the first integrator may be replaced
by a pulse counter which keeps track of the net number-of positive and negative
pulses received from the one-bit quantizer. The minimum or initial output of
the second integrator (in amplitude units per sample time) corresponding to a
count number of plus or minus one is called the initial slope, S. Succeeding
slopes corresponding to other count numbers are multiples of this initial slope.
Therefore, the contribution to the output at the end of each sample period
provided by the various count numbers or outputs from the first integrator is
SCn. The final output from the double integrator is given by

Vn = SCn + Vn_ 1 1 (9)

f where the Vn_1 , here, signifies the previous output from the second integrator.

For the double integration with prediction system the second
integrator incorporates a prediction circuitwhich predicts the output at some time
interval later, assuming that the present slope of SCn does not change. If the
prediction interval is labeled P, and specified in terms of T, the sample period,
the two outputs of the second integrator for the one-bit DIWP system are

Vn SCn + -Vn_1

and

Vpn =SCnP + Vn (10)

where Vpn is the predicted signal.

I -2
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In summary, a set of general equations for the output voltage of
various Delta Modulation systems is shown in Table Z.

TABLE 2

GENERAL EQUATIONS FOR
VARIOUS DELTA MODULATION SYSTEMS

System General Equations

1-bit Exponential Vn = (± G + Vn.l) e - T/T (IIa)

1-bit Linear Vn = G + Vnl (Ilb)

1 -bit DIWP Vn = Sen + Vn-1 (l Ic)

Vpn = SCnP + Vn (lId)

Z-bit Exponential Vn = (* GL,S + Vn~) e - T/T (lIe)

2-bit Linear Vn=*GLS +Vn_ 1  (11f)

2. Discussion of Parameters

a. Maximum Integrator Vottge

In a linear Delta Modulation system, the maximum output
voltage, in theory, is not limited (see Equation 6). However, in practice,
the maximum voltage is limited by supply voltages and the inability of achieving
a perfectly linear integrator. If noise in the transmission path causes errors
in the received code, voltages which fall outside the signal dynamic range can
be obtained from the Delta Modulator decoder. Furthermore, a trarsmission
error results in dc shift in all succeeding picture elements until the integrators[ are again reset.

For exponential Delta Modulation systems, the maximum
output voltage has a limit as described by FZquation 4. In a practical system,
parameters such as pulse width, 6, and pulse height, h, are usually fixed,
and the remaining variable is the time constant, T. Figure 9 shows a curve
of the maximum output voltage, normalized to the pulse height, as a iunction
of the time constant of the integrator for a fixed pulse width. Further calcula-
tions show that this maximum output voltage is linearly related to the pulse

-23-
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height and nearly linear to the pulse width. Also shown in Figure 9 is theIrelative gain required in the feedback loop as a function of the time constant, T,
The gain has been normalized to that required to make the integrator output
dynamic range equal to the input dynamic range at a time constant of 15 1.

Notice that the maximum integrator output voltage drops off rather suddenly
in the region from 0 to 5 r. The,,efore, more feedback gain would be required
in this region to maintain the integrator dynamic range equal to that necessary

at T = 15 T.

As pointed out previously, one advantage of exponential
integration is that it makes use of one of the probability characteristics of
image data in such a manner that the magnitude of the change of integrator
voltage from one sample period to the next is related to the probability of
the change. As shown in Figure 8, the increase in voltage in any sample
period is a function of the amplitude of the voltage on the integrator existing

v at the beginning of the sample period. It is apparent that, to -take full ad-
vantage of this exponential characteristic of the integrator, it is necessary

to make Vmax identical with the maximum amplitude of the input signal by
providing the required amount of linear gain in the feedback loop. By using

this design procedure, signal voltages produced by the decoder must all, lie
within the input signal range. Therefore, errors due to transmission noise

cannot-produce voltages outside the signal range.

b. Integrator Time ConstantV
Referring to Equation 5 and rearranging,

Vn= ±GLS + Vn-le - T/T (12)

it is seen that as T, the time constant of the integrator, becomes smaller,
the value of K in Equation 13 decreases.

K = e (13)

In effect, the value of T determines the number of previous samples used in
calculating the new value of the integrator voltage. Therefore, as T increases
and K approaches 1.0, as in a linear integrator, all previous samples (the
second term of the right-hand side of Equation IZ) are used in the new value.

The first term is also affected by T in that, for a given G, the effective value
of G at the end of the sample period is dependent on K. For example, if T is
small so that K is small, then a very small change in output voltage occurs
due to G. On the other hand as K approaches 1.0, the output voltage is
modified by the entire magnitude of G.

-25-
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As noted earlier, the value of T differentiates the two
main types of integration and, consequently, two classes of Delta Modulation
systems. When the value of T approaches infinity, a class of linear systems
is obtained. As T approaches the range of 0 to ZO T, a class of nonlinear, or
exponential, systems is realized,

c. Step Sizes and Reference Levels

Reference levels and step sizes are fundamental para-
meters associated with the quantization of analog signals into binary formhand the reconversion of the binary words into analog form. In Delta Modula-
tion systems, these parameters have the same association as in conventional

V analog-to-digital systems, but their significance is somewhat different. For
instance, the precision of encoding directly determines how fine a quantization
of the encoded signal is achieved; however, the error signal, rather than input
signal, is encoded. The reference levels in a multibit quantizer directly deter-
mine the output code and, consequently, which step size is to be used in the
integration process in the feedback loop,

A combination of reference levels and step sizes may be
chosen to obtain a nonlinear encoding characteristic which enhances the per-
formance of a Delta Modulation system. As an example, in a two-bit system
with a linear integrator, one may choose a set of reference levels and step
sizes as shown in Figure 10. The encoding range is divided into four unequal
quantization intervals by the three reference levels, R 1 , R 2 , and R 3 , to form
a nonlinear encoding characteristic. An appropriate code group is transmitted
for each sample representing the sign and magnitude of the error signal during
that sample period. At the receiver the code groups are decoded into the

various step sizes as shown and integrated with the previous integrator values.

Generally, code groups 11 and 00 represent error signals
- which have been generated because of fast rise times or transitions in the

input signal. By assigning relatively large step sizes for these code groups
(see Figure 10), an advantage in rise-time response is gained by using a non-

- linear enc6ding characteristic. On the other hand, code groups 10 and 01
represent small values of error signals which indicate that the input signal
is not .changing rapidly and probably represents a uniform brightness area in

the image. Since the decoded words yield the small step sizes shown in
Figure 10, small-amplitude detail is not lost by the quantization process.
Other combinations of reference levels and step sizes can be derived to gain

certain advantages such as even faster rise-time response or better small-
detail response.
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d. A Limitation of Multibit Exponential Integration

It has been noted previously that the use of an exponential
integrator results in output integrator voltages which are dependent on the
magnitude of the integrator voltage. Also it was shown that there is a Vmax
associated with a given set of system parameters. In multibit exponential
systems, a particular problem associated with the use of more than one pulse
height and reference level arises.

A detailed analysis of two-bit exponential Delta Modulation
systems revealed that four regions existed in the integrated output signal
range for which integrator values could not be produced except under certain
transient conditions. Two of these regions exist at the ends of the dynamic

range of the integrator and the other two at points just beyond the maximum
integrator voltage that is obtained by integrating a sequence of small pulses.

The exact location of the latter regions is determined by
substituting the value of G S in Equation 4.

GS
Vmax - (14)

S

where Vmax is the maximum voltage obtainable with a sequence of small
S

pulses. The magnitude or width of these regions is equal to the magnitude
j of the largest reference level.

Recalling that Equation 14 is the limit of the integral of
a sequence of small pulses and referring to Figure lla, the mechanism
leading to these regions is described. From Figure 10 it is recalled that
an error signal falling between reference levels R? and R 3 is decoded at
the receiver as a small positive pulse or step. In Figure Ila the integrator
build-up due to a sequence of these small pulses is shown. The sequence of
small pulses will continue as long as the difference (error signal) between
the input signal and the integrator signal is less than the magnitude of refer-
ence level, R 3 . Therefore, after about 4T in Figure Ila, an input dc signal
whose magnitude lies between Vmax and Vmax + R 3 will sustain this sequence

S S
of small pulses. But the maximum voltage that can be obtained from this
sequence is Vmax. Therefore, all dc input voltages in the shaded area of

S
Figure ila are decoded as Vmax. Effectively, then, a quantization of part
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of the input signal range occurs at Vmax and the magnitude of this quantization
S

region is equal to the magnitude of large reference level, R 3 . A similar region
occurs at - Vmax.

S

The region of quantization at the extreme of the input
signal range is shown in Figure 1 lb. Recalling again that a sequence of
large pulses will build up an integrator voltage Vmax, assume that the in-

L
put dc signal is Vmax . When the difference, between the input signal and

L
integrator signal is less than the large reference level, a small pulse is in-
tegrated resulting in a net decrease in the integrator voltage, shown at 6 T in
Figure lib. It is apparent, then, that the integrator voltage cannot build up
to Vmax, since a sequence of large pulses is not sustained. The maximum

voltage that can be obtained by a mixed sequence of large and small pulses
is shown as Vmax in Figure llb. All input dc signals between Vmax and Vmax

L
are decoded as Vmax , resulting in another quantization at the extreme of the
input signal range. The magnitude of this region is less than the reference
level, R 3 . An identical region exists at the negative extreme of the input signalrange. In effect, these regions at the extremes reduce the dynamic range of

the Delta Modulation system.

One method for eliminating these regions at the extremes
in a noiseless data-link environment is to choose a set of system parameters
(pulse height, pulse width, and reference levels) which would insure that
these regions exist just beyond the limits of the signal dynamic range. In a
practical system subjected to data-link noise, an error in the transmitted
code could cause the receiver to produce a decoded signal value that is outside
the dynamic range of the image reconstruction equipment. However, it would
appear that suitable limiters in this equipment would minimize this type of error.

The effect of the first regions described upon the over-all
system performance does not appear to degrade the high-detail areas of an
image, since integrator values can be produced within these regions under
transient conditions. In low-detail areas, the resulting quantization of uni-
form brightness areas within the regions produces contouring similar to that

obtained in low-precision PCM systems and in Delta Modulation systems
using linear integration. Summarizing, it is expected that these regions will
not be noticeable in high-detail areas and, since the probability of occurrence
is small in the low-detail areas, insignificant contouring will be introduced.

-30-

iL



III. COMPUTER SIMULATION

IA. Introduction

Computer simulation of candidate Delta Modulation concepts has
provided a thorough, low-cost investigation and evaluation of the performance
of each system so that a feasibility model could be proposed with its para-
meters optimized at the end of Phase I. The use of a computer has allowed
the rapid evaluation of several types of Delta Modulation logics using many
different sets of parameters. By trading off competitive system perfor-
mances in terms of image quality with system costs in terms of size, weight,
and power, the best compromise system was selected.

Fifteen different Delta Modulation logics were simulated during
the course of the program, eleven during Phase I and four during Phase II.
Table 3 defines each system simulated in terms of the following descriptive

parameters:

(1) Precision of encoding - one or two bit.
V

(2) Sampling rate - 2 or 4 samples per cycle.

(3) Type of integrator - single linear, single exponential, and
double linear with prediction.

" (4) Threshold levels and step sizes.

The one- and two-bit simulations were written as separate programs primarily
because this arrangement provided ease of program "debugging" and also
produced processed output pictures for more economical evaluatiQn with less
computer running time.
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B. Brief Description of the Delta Modulation Systems Simulated

The primary purpose of these simulations was to determine the
effect of changing Delta Modulation system parameters and thus select an
optimum set of parameters for a candidate system. Table 4 lists those para-
meters, common to all programs written, which may be varied in the simu-
lation programs.

1. Linear Integration

The one- and two-bit single linear integration system programs
are discussed together since they are quite similar. As the name implies, the
integrator has a linear characteristic, and its computed equivalent is simply a
"running" summer, since the computer has data only at the sample points of
the six-bit PCM input data. Essentially, thiL means that the linear integrator
is integrating a pulse one sample period wide and of sufficient amplitude to
produce the desired step or rise in the integrator signal. A step size 5 of

something less than 10 percent of the dynamic range has been suggested as
necessary for a working system. Therefore, a tentative value of + 5 levels
(image signal range is 64 levels) was chosen as a starting point for the first
program run of the one-bit simulation. Various steps sizes and their cor-
.responding perceniages of image signal range are shown in Table 5.

The third column of Table 5 shows the equivalent precision of a
PCM system having the same sEep-size resolution. Therefore, considering
only step size, one would expect contouring due to quantization in an image
which has been processed by a linear Delta Modulation system with a step size
of 5 levels to be similar to that obtained by a PCM system with a precision of
3.7 bits.

It can be shown that the encoder integrator can produce all 64
levels of the input signal using a step-size value of + 5 levels, provided limit-
ing or clipping is included in the program to prevent the integrator fron'
producing values outside the dynamic range of the input signal. The size of
the step or increment will affect the fidelity with which high-detail areas are
reproduced. Larger increments produce more rise-time information; however,
they also produce more contouring in low-detail regions. For example, if the
step size is increased to 8 (see Table 5), contouring corresponding to a three-
bit PCM system would be observed (see Figure 1Zd). In the one-bit program,
the polarity of the error signal determines whether the step is added to or
subtracted from the "running" sum, the reference level obviously being zero.
For the two-bit program, four step sizes and three reference levels are neces-
sary, as:shown in Figure 13.
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TABLE 4

PROGRAM PARAMETERS OF DELTA MODULATION SIMULATIONS

Parameter Range of Variation

Precision of Encoding I- and 2-bits

Int ratox Tnpu, Pulse Amplitude -,ariable over
dynamic range of input
signal.

Pulse width variable over
width of sampling period.

Reference, Level Variable over dynamic
range of error signal.

Integration Characteristic a. Linear - time constant

assumed infinite.

b. Exponential - time
constant can be made
equal to any desired
number of sampling

periods.

Sampling Rate May be doubled both
horizontally and
vertically.

Noise Addition Noise threshold variable
over range of possible

values that the random

numbers can have.

-
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TABLE 5

STEP SIZES

Delta Modulation % of Input Video Range Equivalent Precision
Step Size (in levels) (64 levels) of PCM System (inbits)

2 3.1 5.0

S3 4.7 4.4

4 6.3 4.0

5 7.8 3.7

6 9.4 3.4

7 10.9 3.2

8 12.5 3,0

9 14.1 Z.8

10 15.6 Z.7

The one-bit DIWP system consists of two linear integrators cas-
caded together with a prediction circuit includedinthe second'integrator A double
mathematical integration of a pulse is a ramp or line of constant slope. The
output signal then consists of a sequence of line segments at various slopes.
The first parameter of importance is the initial slope, S, or the slope of the
output from a single pulse input to the double integrator. All other slopes pro-
duced are multiples of S. Thereforej the amount of contouring to be expected
and the amplitude of oscillation in constant brightness areas is directly
dependent upon the initial slope. The second important parameter is the pre-
diction interval which controls the amount of overshooting and the rise time
response.
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The computer solved the following equations at the sample points:

Vn= SCn, + Vn (15)

and

I Vpn =SCn P + Vi, (16)

whe i er:

Vn = the output of the second linear integrator,

S = initial slope in amplitude units or levels per sample

period,

I Cn = net count of input pulses,

Vpn = the predicted signal,

P = prediction interval specified as a number of sample
periods.

Section II-B contains a detailed description of these equations.

2. Exponential Integration

In the one- and two-bit exponential integration programs, the
time constant of the integrator is not infinite but equal to some finite number
of sampling periods. The computer solves the following equation at the sample
points:

i Vn =[h(e6'Tl) +Vn-I ] eT/T

or
-T/TVn =H+Vn-le , (17)

where

H =h(e6/T -)e-T/T
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and

Vn  = the output of the integrator,

h = input pulse amplitude,

6 = input pulse width,

T = time constant of the RC integrator,

Vn- = previous output of the integrator,

T = sampling period.

Section II-B contaiins more infryr -i'3on on the derivation of this question. The
quantities, h, 6, and T, are ,tce u Sram variables concerned with the inte-
gration. The input pulse amplitude, h, has associated with it a sign; it may
be positive or negative depending upon the polarity of the error signal. As
mentioned in Section II, there is an upper limit on the maximum voltage that
the integrator may build up (see Equation 4). This Vmax, depending upon the

parameters chosen, may extend beyond the limits of the input signal range to
the Delta Modulator. Therefore, limiting was required to confine the range of

the integrator output.

All of the programs written for this contract contained the

ability to add data-link noise to the several Delta Modulation systems. As a
matter of economy, two different noise thresholds were used for each program
run so that the first half of the output picture used one error rate and the
second half, another.

-
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C. Simulation Considerations

1. Program Input Data

The image to be used as the input to all of the programs listed
above is shown in Figure 14a. It was decided to use a composite image to aid

in an economic evaluation of the degradation effects of each system on specific

types of picture information and photographic characteristics. Notice that the
composite image contains a city area with high detail and high contrast, a

residential area with low detail and low contrast, a farmland area with low
detail and high contrast, and an industrial area with a river containing slowly

changing brightness. Also included in the composite image is a test chart
area to aid in the evaluation of the linearity and resolution limits of the

IMITAC, magnetic tape, film-transfer process required to place the image
data in the proper format for the Philco 2000 digital computer. IMITAG is a

laboratory equipment capable of transforming pictorial data into a six-bit
binary signal (64 levels) and then storing this data on Philco 2000 compatible
magnetic tape via the Universal Buffer Controller.

Appendix II contains a more detailed description of IMITAC as
it is used in the simulations to be discussed. IMITAC may be adjusted to
scan with a square raster at several different sampling rates; the horizontal
rate can be different from the vertical rate. The size of the CRT spot in
IMITAC as focused on the image plane was adjusted for a horizontal and verti-
can resolution of 256 spatial cycles across the widths of the picture. The
calibration was accomplished by noting the 3-db down point of the video signal
as the CRT spot scanned across a resolution bar chart having 256 line pairs
per image width. Also, measurements made, using a slit aperture to measure
the spot profile, indicated that it was approximately six mils wide in both the
horizontal and vertical directions, the proper size for a raster three inches
square. IMITAC was operated with 512 vertical scanning lines which is
appropriate for the 256 line pairs per width resolution; it could be adjusted to

L sample each scanning line with either 512 or 1024 samples. Figures 14 and 15
show several images scanned with 512 and 1024 horizontal samples for the one-
bit simulations. Variation of the sampling rate is desirable in order to makeIL several important comparisons (see Table 6). For example, it would be advan-
tageous to compare the one-bit Delta Modulation system at a sampling rate of

* "Za" with the two-bit system at a sampling rate of "a, " since the bit rates are
identical in both cases. Such a consideration is obviously desirable from an
equipment complexity standpoint.

Using IMITAC, two separate input magnetic tapes were made,
one scanned by a 512-x-51Z-element raster and the other scanned by a} 1024-x-51 2 -element raster. Each time a program was rum the input tape was
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played back thrtough IMITAC to obtain a six-bit PCM copy of the input data.
The output pictures obtained from that computer simulation could then be
compared with this. reference image to evaluate the system performance
subjectively. This procedure eliminates small differences that may arise
in IMITAC's performance from day to day because of variations in power
supply and operating levels due to human error in adjusting the equipment.

TABLE 6

SAMPLING RATE VERSUS BIT RATE

Sampling Rate Bit Rate

1-bit a a

Za 2a

2-bit a Za

2. Considerations Peculiar to Computer Simulation

In order to evaluate the results of these simulations, it is
well to keep in mind several important properties peculiar to the dimulation
process as it is utilized for the Delta system. The video input signalto the . -

computer program has been q0tf--ii-edinto 64-1evels and, consequently, is
no longer an analog signal. Therefore, the standard to be used in subjective
comparisons is a quantized six-bit PCM picture, the best picture that could
be obtained from a six-bit PCM communication channel. The question to be
asked is, "How well did the one- or two-bit digital Delta Modulation system,
including the digital communication channel, perform as compared with

L straight six-bit PCM transmitted over a similar digital channel?" The
answer to this question can be readily determined by comparing the output
picture with the six-bit input picture to the computer program. Another con-
sideration is the fact that the output video or integrator signal must be quantized
into 64 levels to be acceptable to IMITAC for film print-out. In simulations
involving exponential integration where output signal values have fractional
parts, rounding-off to a whole number must be accomplished prior to putting
the data on magnetic tape for playback through IMITAC. However, this property
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is not a limitation of the simulation, since the presence of a fractional

number indicates a precision of at least seven bits, one bit more than that
in the input picture. It is doubtful that, subjectively, the eye can tell the

difference between a six- and a seven-bit picture; as a matter of fact, it is
difficult without close examination to differentiate between five- and six-bit
PCM images.

I The final consideration is the fact that computer processing
of the input image data produces information only at the sample points.
However, since the width of the pulse to be integrated is less than a sample
period in the physical equipment, there will be a rise and decay during this
period (see Figure 8). Since the program computes only sample point
values, it acts as a smoothing filter on the output signal; a similar type

process would be performed on the output of the physical system (decoder
i-tegrator)3
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D. Discussion of Results of the Simulations

1. One-Bit Systems

a. Single Linear Integration

The first Delta Modulation system simulated was the one-
bit linear integration system with step sizes ±5 levels using the 512-x-512-
element raster. The standard used for evaluation purposes is the input six-bit
PCM image scanned by a 512-x-51Z-element raster (Figure 14a). The resultant
output image is shown in Figure 14b. The general softening and blurring of the
image indicates that resolution has been lost. Also, contouring is evident in
low detail areas, especially, in the water area in the upper right of the image.
The loss of resolution or rise-time information is explained by the fact that it
takes many samples to respond to a step input, whereas with PCM only one is
required. Figure 16 c graphically illustrates this fact for a large-amplitude
step input and a one-bit step size of :h5 levels. Larger step sizes would have
produced better resolution but would have also markedly increased contouring
which would be objectionable in low-detail regions. One other effect of large
step sizes is the large-amplitude oscillation in uniform brightness areas. The
amplitude of the oscillation equals the step size and has a frequency of one-half
the sampling frequency. This effect is shown graphically in Figure 16 c and in
expanded areas taken from an output imag. processed by a one-bit linear inte-
grator (Figure 17 (a and b)). The character of this oscillation does not vary
throughout the dynamic range as it does for exponential integration systems to
be discussed later. One way to increase resolution by a factor of two is to
double the sampling rate. Figure 15a shows the results of the one-bit linear
simulation using the same image input scanned with a 1024-x-5 12-element
raster where the step sizes were maintained at ±5 levels. The improvement
gained is Immediately obvious, especially in the city areas where buildings
appear sharper. However, contouring has not been materially reduced and in
some areas appears tobe enhanced, simply because the smearing effect of low
resolution has disappeared somewhat. It should be kept in mind, also, that
the bit rate has been doubled to achieve this better resolution and thus caused
an attendant increase in equipment complexity. Figure 18c illustrates graphically
the 100-Mb one-bit system corresponding to a simulation using the 1024-x-512-
element raster. Notice that only approximately 110 ns are required to produce
the band-limited 25-Mc step input, whereas for the 50-Mb system (512-x-512-
element raster) approximately 220 ns are required (see Figure 16 c).

b. Double Linear Integration with Prediction (DIWP)

Several of the limitations inherent with single linear inte-
gration can be eliminated by cascading two linear integrators together and
providing a prediction feature. Contouring can be reduced without the attendant
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loss of resolution or smearing of the output image. Work on this particular
simulation proceeded during the second phase of this contract. Therefore,
it is reported on in more detail. than those simulations that were accomplished
during the first phase. The series of output images resulting from the DIWP
simulation are shown in Figure 19. Figure 19a is the input image to the DIWP
program scanned with a 1024-x-51Z-element raster. This discussion will proceed
in terms of the basic image coding parameters of interest.

(3)

Previous -discussions in the literature concerning DIWP
have assumed a high sampling rate as compared to the input signal bandwidth.
This is is particularly true for speech compression systems using Delta Modula-
tion. 2 However, for digital pictorial transmission, high sampling rates gen-
erally are prohibitive because of the high bit rates that are involved. Conse-
quently, an attempt has been made to sample the input signal at twice the
Nyquist interval (reciprocal of twice the information bandwidth) in this simula-
tion to determine if acceptable DIWP system parameters could be found by
computer simulation. In DIWP, the presence of a low sampling rate and
excessiv- overshooting combine to cause loss of high-frequency detail because
the sign of the slope of the output signal cannot change instantaneously. When
the output overshoots the input with a high value of its first derivative, it takes1 a definite number of samples for the derivative to change its sign and cross
back over the input. The minimum number of samples required is , since
the first derivative must go through zero to give zero slopp ( rizontal line).
For single integration, the minimum number is or': ple. This process of
passing through zero slope when reversir, sign of the derivative is shownirx,, Figure 20a. It can be seer, 10 'u im ti Figure • I. " " minimum time interval for the output
to reverse itself we". oscillating about the input is 2 T, where T is the
samplin ' -? val. Any signal information which is changing faster than this

in the encoding process. The character of this phenomenon is dependent
upon the slope of the output when it crosses the input. The greater the absolute
value of the ,slope, the more samples are required to respond to the change.
Figure 21 presents three examples of DIWP systems for various sampling rates.
For the lowest rate, the notch in the input is practically entirely lost. As the
rate is increased, the output follows the input much more closely. Curve
(a) might represent an acceptable system. However, for a 25-Mc input,
obtaining a sampling rate of 1/4 of the Nyquist interval, or 5 nanoseconds,
becomes a serious problem in circuit implementation. For full amplitude
changes occurring in the Nyquist interval, many more samples per intervalI- would be required. The number would depend upon the number of changes in
slope required to traverse the full dynamic range and, consequently, upon the

Tinitial slope and prediction interval. From the foregoing, it is clear there
would be no advantage in using as an input to DIWP program an image scanned
with a 512-x-512 -element raster.
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(2) Contouring

The contouring associated with one-bit DIWP is directly
rO ed to the initial slope, S, which is provided by the second integrator in the
f . ack loop when the count number Cn is plus or minus 1. This is true because
'il ther slopes are whole number multiples of S. This initial slope is specified

e number of amplitude units rise in one sampling interval. A, count number,

Cn, of +2 provides a contribution of +2 S to the output. In general, it is possible
to predict the contouring associated with any particular initial slope from the
following equation:

Dynamic Range (amplitude units)
NL - S (amplitude units)

where NL = number of levels t1'at can be reproduced. These NL levels are
separated from each other by the value of S. As an example, if wejiave a
dynamic range of 64 levels and our initial slope is four levels, NL becomes 16
and this particular DIWP system would have contouring associated with a four-

bit PCM system. Obviously, the smaller the valu , of S, the less contouring
we have. Also, a low-pass filter on the output of the decoder in a practical[ system implementation would reduce this contouring.

Output images (b), (c), and (d) of Figure 19 were obtained
for a system having an initial slope of four levels. Notice that the contouring in
all three images is very similar. This can be seen by viewing the water area in
the upper right square of each image. As pointed out previously, the contouring
associated with these DIWP images for an initial slope of four levels when the
input is six-bit PCM is approximately equival"ent to 64/4 = 16 levels or four-bit
PCM. Image (c) of Figure 12 is a four-bit PCM representation of the input.

Figure 19e is an output image obtained for an initial
slope of three levels. Here the associated contouring is considerably improved
over that for S = 4 levels. However, contouring is still evident, being approxi-
mately equivalent to that associated with 64/3 = 21. 3 levels, or between four-
and five-bit PCM. Image (b) of Figure 12 is a five-bit PCM representation of
the input. Figure 22 (a and b) presents two expanded areas for S = 3 and
S = 4 levels,showing the difference in contouring associated with these initial
slopes.

(3) DC Response

The value of the initial slope also determines the
amplitude of oscillation about constant brightness areas of the inprt image.

Several examples of this oscillation have been plotted for various values of
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initial slope in Figure 20. The amplitude of oscillation is equal to the value
of S for one-bit DIWP. Curve (e) of this figure shows the response of a one-
bit single integration system with a step size of *5 levels. A comparison of
this curve with curves (a), (b), and (c) shows that the frequency of oscillation
for the DIWP systems is one-half that for a single linear integration Delta
Modulator. This is brought about by the fact that the second integrator must
produce zero slope before the output can reverse itself after a rise of fall.
Curve (d) shows the sequence of count numbers required to produce oscillation
about constant brightness areas. This lower frequency of oscillation for DIWP
systems may be objectionable upon subjective analysis of the output image if
the input pulse rate or sampling rate is too low. A compromise must be made
between high sampling rate, or bit rate, and the initial slope to make the
oscillation acceptable. All of the output images generated by the DIWP programIshow evidence of dc oscillation, as can be seen in two expanded areas shown in
Figure 22 (c and d).

I(4) Rise Time Response

One important advantage gained by a one-bit DIWP
system is its improved rise time response as compared with one-bit single
linear Delta Modulators. Figure 23 indicates the rise time response of several
different Delta Modulation systems for a square-wave input, curve (f). The ideal
response of a single linear integrator with a step size of I is shown in curve (a).
Seven samples, or a period of 7 T, are required for the output curve (a) to
reach the input curve (f). Such Delta systems are consequently slope limited
by the size of I. In comparison, three DIWP systems are plotted for various
values of the initial slope, S. Notice that larger values of S produce faster
rise time responses. For S = I, approximately 3.5 T is required for the out-
put to cross the input, a system which is two to one better for this input than
the single-integration system. Both systems would have the same amplitude
of oscillation about dc. The DIWP system requires much shorter times to

respond to fast high-amplitude transitions because the slope of the output is
changing by ever increasing amounts rather than the amplitude by a constant
amount as for the linear system. Also shown for comparison purposes on
the figure is curve (e), the response of a one-bit exponential integration system
with a time constant T = 3 T. This system responds slightly better than the
DIWP for inputs whose amplitudes are equal to or smaller than curve (f).
However, the oscillation about dc is not of a constant amplitude but depends
upon the amplitude of the input, being the largest at the extremes of the
encoding range (approximately equal to 3 I).

Although the prediction interval also -)s an effect
upon the rise time response, the initial speed with which the system attempts
to respond to a single large amplitude change of the input is independent of
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I
this interval and determines the sharpness or crispness of this change as
viewed by the eye. It is expected, therefore, that the system with the larger
initial slope would produce the "sharper" image. This fact is borne out by a
close inspection of the images of Figures 19 (c) and 21 (e) where the prediction
interval for both is two sample periods. The image for S = 4 levels is generally
crisper and sharper than that for S = 3 levels. However, because of overshooting
and a low sampling rate, the good rise time response inherent in the double-
integration process is diminished, as discussed later.

(5) Overshooting and Prediction

As mentioned previously, DIWP systems are accompanied
by large amounts of overshooting caused by the high value of the signal's first
derivative as it crosses the input signal. This overshooting may be markedly
decreased by extrapolating the output signal to a point at some later time interval,
assuming the present slope is maintained; this predicted value is then compared
with the input signal. The longer the time or prediction interval, the smaller
the value of the first derivative of the output as it reaches the value of the input.
The amplitude and .period of the overshoot is then made smaller. Figure 24
illustrates the effects of the prediction interval upon the overshoot for a step
function input. Curve (a) indicates that, for this particular input and a predic-
tion of 1 T, the overshoot is excessive, being a maximum about 3816 of the input
amplitude. Lengthening the interval to 3 T produces minimum overshoot but
with an excessive loss of resolution or rise-time response, as evidenced by
curve (c). The optimum prediction interval for this input waveform is shown
in curve (b) for P = 2 T. Here a compromise has been made between rise-time
response and oscillation to produce minimum overshoot. The minimum over-1shoot and undershoot are determined by the initial slope S as discussed earlier.
Notice that after many samples, (II for this example) the outputs are identical
for all three systems, being independent of the prediction interval.

The effects of excessive overshooting are demonstrated
very well by Figure 19b for S = 4 levels and P = I T. The pinwheel on the test

chart shows a darkening of the leading edges, indicating that the output, in
going from white to gray, went beyond the gray to black. Also it is evident
that after overshooting to black and attempting to come back to the right gray
level, the output went beyond this level toward the white extreme. An expanded
pin wheel is shown in Figure 22e. Measurements of this area indicate that
approximately 12 sample periods were required for the output to settle down
finally to the proper gray level. It is clear that this excessive overshooting
has distorted the output image and brought about an unacceptable loss of resolu-

tion in high-detail areas. An expanded metropolitan area is shown in Figure 22f.
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Lengthening the prediction interval to two sample
periods considerably decreases this overshooting, as can be shown by Figure
19c. Expanded pinwheel and metropolitan areas are shown in Figure 22 (g
and h). No overshooting is noticeable in the pinwheel and there is an increase
in high-frequency detail. These same expanded areas, taken from the input
image, are shown in Figure 22 (i and j). The effect of a further increase in
the prediction interval to three sample periods is shown in Figure 19d. A
careful scrutiny of this image and that for P = 2 T, indicates that the increase
of P has caused a slight smearing effect, or loss of resolution, as graphically dem-
onstrated by curve (c) of Figure 24.

The loss of resolution caused by overshooting and low
sampling rates is dramatically illustrated by all of the output images generated
by the one-bit DIWP program. The vertical bars in the upper left-hand part
of the test chart area in the images show evidence of (1) "drop out" where some
bars are missed completely and (2) nonuniform gray-scale representation; an ex-
panded area of these bars taken from Figure 19e is shown in Figure 22k. In
Figure 22f the bars are shown as they appear in the input image. These
horizontal resolution bars present a severe test of the double-integration
logic. High-frequency changes of near-maximum amplitude are presented to
the system. The loss of resolution is caused by the low sampling rate as
compared with the information rate and the long recovery time of the double
integrator due to overshooting. Figure 25 is a graph.cal plot of the input and
output waveforms, actually taken from this bar area. The input and output
tapes containing the data in binary form were printed out on paper by the Philco
High-Speed Printer. These values were converted from binary to decimal form
so that they could be plotted. The "drop out" areas are clearly visible from
this plot. Also, it is evident that the gray-scale level of the reproduced wave-
form is not correct in most instances.

S(6) Error Signal Image Analysis

Incorporated in the one-bit DIWP program was a sub-Iroutine for generating an error signal.image for printout on film by IMITAC.
This error signal is the difference between the input and output signals. The
group of error signal images generated is shown in Figure 26. If the encoding
logic were perfect, the error signal would be zero for the entire image, and
the error signal image would be blank or uniformly gray. Errors in encoding
show up as whiter and darker areas in these images. In general, the more

I information there is in the error signal image the poorer the system is for
image coding.

[ It appears from Figure 26 that image (b) contains less

information than the other images shown. Image (a), for S = 4 levels and
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P = 1 T, demonstrates the effects of excessive overshoot and loss of resolution.
Notice the broad areas of error in the pinwheel and the large errors in the
city areas. A comparison of the vertical resolution bars in the upper left-hand
corner indicates that in all images there are large errors in this area. In
general, DIWP systems suffer from a loss of resolution when the sampling
rates are low compared with the input information rate. Again, it is evident
that image (b), for S = 4 levels and P = Zr, has less error in this bar area.

The errors involved in overshooting and undershooting are shown in the
horizontal bars in the same area in these images. These errors exist as dots
at the beginning and end of the bars. At the beginning the dots are black because
the input is going from near-white to gray. At the end of the bars the dots are
white because the input is going from gray to near-white. The width of the
dots in the direction of scan gives an indication of the amount of recovery time

required by the system after overshooting a dc level.

(7) Output Signal-to-Noise Ratios

The one-bit DIWP program, as explained in Appendix I,

calculated mean-square error and mean-square input signal values so that S/N
-- ratios could be determined for the various sets of parameters. Table 7 presents

these values.

TABLE 7

IMEASURED OUTPUT S/N RATIOS

FOR ONE-BIT DIWP SYSTEMS

i Parameters S/N (db)

S = 4 levels, P = 1 T 8.2

S = 4 levels, P = 2 T 11. 1

IS = 4levels, P = 3 T 11.3

S = 3 levels, P = Z T 10.0

IIt is apparent that the system for S = 4 levels and P = Z , giving the most
I acceptable output image for the DIWP system studied, does not have the largest

measured S/N. 1his points out the fact that measured statistics, in themselves,
cannot be the only criterion for picking the best encoding logic;, however, trends
are often indicated. It is not surprising that the system for S = 4 levels and
P = 1 T has given the lowest S/N; it is the poorest for pictorial encoding because

j of excessive overshooting.
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1 (8) Amplitude Distributions

During the second phase of this contract, some statisti-
cal data concerning amplitude distributions"of the various signals involved
with the one-bit DIWP system were determined. The number of signals of
specific amplitudes were calculated by the computer and printed out by the
high-speed printer. For a six-bit PCM image, there are 64 different signal
amplitudes (0 through 63) possible. The input image contained a predominance,
of signal levels nea r the upper extreme, that is, from level 42 to level 63
(white areas in the photographs presented in this report). Another image used
as input data might have an entirely different distribution. It is helpful to know
what the distribution is so that the output distribution may be compared with it.

I An output signal amplitude distribution is plotted in Figure 27
for S z 4 levels and P = 2 T. This distribution reflects the fact that the input
image was predominantly white, as can be seen by the ever increasing number
of signals near the upper extreme. Also shown is the contouring produced by
the initial slope of four levels. As pointed out earlier, this system produces
contouring equivalent to four-bit PCM where 16 levels are possible. Notice in
Figure 27 that there are 16 predominant signal values. Associated with each
possibf'e"signal value is its neighbor occurring with much less frequency. These

F" adjacent values are caused by limiting which was put in the program to prevent
I. the output signal values from exceeding level 63. At the beginning of each scan

line, the integrator is reset to level 32, one-half the dynamic range. Since each
output signal level is separated by the value of the initial slope, values of 36,

.. 40, 44, 48, 52, 56, 60, and 64 would be possible. However, level 64 is outside
of the dynamic range and would be limited to level 63. Now values of 59, 55,
51, 47, 43, 39, 35, 31, etc., are possible. Because of the predominance of
"white" information in the input these odd-numbered values predominate.

Figure 28 shows the error signal amplitude distribution
for S = 4 levels and P = 2 ". Only those error signals occurring with significant
frequency were plotted. Notice that the curve is sharply'peaked at zero error,
a desirable condition. Some of these zero errors were caused by the predom-
inance of level 63 in the input and the limiting required to contain the output
to level 63. Although not shown, the other two curves for S = 4 levels and

" P = 1 7 and 3 T are quite similar in shape. The error signal distribution for
L S = 3 levels and P = 2 T is shown in Figure 29. This curve is more sharply

peaked than the others. This fact might lead one to the conclusion that this
system would be superior to those for S = 4 levels. However, a subjective
analysis of the images obtained from these systems tells a different story. The
large number of zero errors is due to the fact that level 63 is a possible valueSfor this system without limiting. Since the input also contains a large number
of this level, it is not surprising that there are many zero errors.
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. c. One-Bit Exponential Integration

Several advantages can be obtained by using an integrator
with a limited time constant. Contouring is reduced because the number of
reproducible levels is practically continuous. The exponential integrator
makes use of the probability characteristics of images by using step sizes
that are proportional to the probability of occurrence. As an example, when
reproducing an increasingly lighter gray level, there is a progressively
smaller chance that the next sample will be lighter than the previous sample.

The integrator parameters of interest for the simulations
are the time constant, pulse height, and bit rate. The pulse width war held
constant at 0. 1 times the sample period. Varying this width does not appreci-
ably affect the performance of the system with regard to image degradation.
Its primary effect is to vary the maximum value of the output signal obtainable
from the integrator and therefore the feedback gain requirements. Pulse
heights were chosen to be those values which would give the desired contribu-
tion to the output of the integrator at the midpoint of the dynamic range of the
input signal to the system. Various values of time constant were evaluated in
order to select an optimum value consistent with good rise time response and
small oscillation about dc. A. result of exponential integration is the pronounced
effect of the oscillation inherent in all Delta Modulation systems when adjacent
samples of the image have the same brightness value. At the midpoint of the
dynamic range these oscillations are similar to those produced in linear inte-
gration systems, being approximately equal to the pulse or step height with a' period equal to one-half the sampling period. Figure 30 shows a graphical plot
of oscillations for several different Delta Modulation systems. An excellent
example of this oscillation may be found in Figure 17c. An area was takenI from Figure 14c, the output image from a one-bit exponential integration system
with T = 4. 048 T and H = *7.0 levels, and expanded. The parameter H
(Equation 17) is the contribution added to the output of the integrator from anIi input pulse when the integrator has been charged up to a voltage near the mid-
point of the dynamic range. As the dc level moves away from the midpoint,
these oscillations become larger in amplitude and have a longer period. The
graphical plot of Figure 16b shows that the amplitude of oscillation has in-
creased to approximately twice its value at the midpoint with a period of 9 T
for an input signal near one extreme of the dynamic range. An example of
this effect is shown in an expanded section of a black region from the same
image in Figure 17d. Doubling the bit rate makes these oscillations less
objectionable on a subjective basis because the period between oscillations has
been halved. Figure 15c shows the output image processed with the same set
of parameters used for the one-bit exponential previously mentioned, exceptSthat the bit rate has been doubled. Expanded portions of this image are shown
in Figure 17, (e and f), where (e) is an area around the midpoint and (f) is an
area near one extreme (black).
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In spite of this large amplitude oscillation peculiar to
exponential Delta Modulation systems, a comparison of a one-bit linear system
and a one-bit exponential system at the same bit rate is favorable to the ex-
ponential system in that resolution or rise time response is considerably
enhanced. Although contouring has been reduced, this benefit is somewhat
nullified because of the large amplitude oscillation in low-detail regions.
Compare Figures 15a and 15c scanned with 1024-x-512-element risters. The
one-bit exponential integration parameters were determined by setting Vmax
equal to the maximum value required by IMITAC to reproduce the image. A
midpoint contribution, H, of *7 levels, was chosen as a value for the initial
simulation; the value of the time constant T was then calculated to be 4. 048 T
(see Equation 4). Notice that this midpoint value is larger than the step sizes
of the ±5 levels used in the one-bit linear integration simulation. This points
out one of the inherent advantages of an exponential integrator in this application.
Larger increments may be used to reproduce f.st rise times better without the
attendant disadvantages of overshooting and contouring that arise in linear inte-
grators with large step sizes.

2. Two-Bit Systems

a. Linear Integration

A problem associated with the one-bit linear integration
system is the by-product contouring that results from gaining fidelity in repro-
ducing fast changes in the image. A two-bit system, where a smaller step
would be used for slow changes or dc, would reduce contouring. Figure 31a
is the output image obtained from a two-bit, linear-integration simulation with
step sizes of ± 15 and *4 levels, and reference levels of 0 and *k8 levels, where
the input image was scanned by a 512-x-512-element raster. The large step
size was chosen to be about one-quarter of the dynamic range of the input
signal so that good rise-time information could be obtained, but overshooting
would be kept to a minimum. The small step size was chosen to be smaller
than the value used for the one-bit system so that contouring would be reduced.

The set of parameters initially chosen appears to have been
a good compromise. Resolution was increased over the one-bit system, as
evidenced by the city area in the lower-left-hand part of the image. Individual
buildings and transitions can be distinguished. Contouring was markedly de-
creased throughout the image; this is especially apparent in the water areas.
A comparison of the graphical plots of Figure 18 (b and c) will help to demon-
strate the advantages that the two-bit system has over the one-bit system for
step inputs at the same rate. If the sampling rate, and consequently the bit
rate, is doubled in a two-bit Delta Modulation system, a very sharp, clear
image is obtained as shown in Figure 31b. How much better the two-bit linear
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C

integration Delta Modulation system image is than a two-bit PCM image can
be seen by comparing Figure 3ib and Figure 12e, where the over-all subjective

analysis favors the Delta Modulation system, primarily because of the loss of
gray scale in the two-bit PCM image.

b. Exponential Integration

The final Delta Modulation system simulated was a two-bit
exponential system with severaI values of time constant. Figure 31c is an out-

put image obtained using T = 1. 787 T. Obviously such a short time constant is
not desirable because large amplitude oscillations are generated. An expanded
metropolitan area from Figure 31c is shown in Figure 17 g. Figure 31d is an

output image processed with a T = 3 T and integrator contributions of *9. 1 and[*2.4 levels at the midpoint. Softening of the dc oscillations has been achieved
but at the expense of less resolution. An important fact to keep in mind is that,
once Vmax and T are specified, the amplitude of the large contribution, HL,i_ is determined from the equations cited previously in Section II-B. The small
contribution is determined pri.-arily from a consideration of the maximum
amplitude oscillation that is acceptable about dc at the midpoint of the signal

range. Since the ratio of step sizes in the two-bit linear integration system
was 15/4, it was decided to use the same ratio to determine the H S , given HL.

The use of a small step in a two-bit exponential system
produces an interesting effect for dc levels near the extremes of the signal
range. As the integrator signal level approaches the input signal so that the
small step is required, the input pulse to the integrator is smaller than the
level of the integrator output. After integration the integrator has actually
lost energy'instead of gaining the small amount desired to approach the input1 signal level more closely. The next integration may then use a large amplitude
pulse and the integrator output again approaches the input. This type of oscil-
lation changes character depending upon the actual dc input level. A graphical

example is plotted in Figure 32b. Notice in this case that the period of oscil-
lation is 3 T, the time constant of the integrator. Changing the reference levels[and small step size will affect the character of this oscillation.

Specifying Vmax and T has two effects which should be noted.
The output image obtained with such a system is essentially compressed to aI dynamic range less than that of the input as described in Section iI-B so that
the whites are not quite as white and the blacks are not as black as the input
image. However, no loss of detail is apparent. The other effect is that the
value of HL is fixed and cannot be changed unless either Vmax or T are changed
(see Equations 4 and 5). One reason for the loss of resolition in Figure 31d
is the small value of HL. It is apparent that making T smaller, which would
give a larger HL, produces large amplitude oscillations. Hence, the approach

-70-

C



u44
z- w

MW
0">

InI*

Z0~

~w z-

in 9u 4, 4.)

1.-_ 0 j in

4 4-

12 44

00

Inn

0 00
CY (Y

SIp onnm

-71- _



for choosing parameters was to specify T and HL and calculate Vmax. This
required that the integrator values be limited for some simulations., since
Vmax was larger than the range usable by IMITAC,. The pulse width, 6, was

considered a constant equal to 0. i T for these calculations. f

Figure 31e shows an output image processed by a two-bit

exponential system with T = 4 T, HL = "k 15 levels, and HS = ±4 levels. Limit-

ing was required for this combination of parameters. It is apparent that better
rise time has been produced. However, there is significant oscillation because
of the large size of HSi

Figure 31f shows the output image for T = 3 T, HL 9.1

levels, and Hs = *Z. 4 levels, where the horizontal sampling rate has been

doubled. Notice that oscillation in regions of constant brightness was improved
over that associated with the same system at half the sampling rate shown in
Figure 31d. Also, high-frequency response was improved, as can be seen by
comparing the city areas in both images. These improvements have come at
the expense of equipment complexity (for a 25-Mc signal, this is a bit rate of

1 200 Mb).
--3. Noise Performance

I Linear integration systems have poor performance in the presence
of data-link noise, as evidenced by comparing the linear systems in Figure 33
(b and c) with the six-bit PCM reference image in Figure 33a. In each picture,
two noise error rates were used. In PCM the noise errors become small dots,
and in Delta systems with linear integration, the noise errors become long
streaks which hold for many elements, or until the integrator is reset. Errors
due to noise have a long-term effect because of the memory in a linear inte-
grator. As a matter of fact, an error in any scan line will affect the rest of

Ithe entire scan line. Error rates for linear integrator systems, then, must be
quite a bit lower than those for PCM. Error rates for single linear integration
systems of the order of 0. 0005 corresponding to an S/N of 9.0 db, for differ-
entially coherent PSK transmission, appear to be acceptable (see Figure 34,

Curve B).

The effect of noise errors in the DIWP system is shown in

Figure 33c. The error rate for the top half of the image is 0. 0005 or approxi-
mately one error every two scan lines. A single error encountered can even-
tually cause the second integrator in the decoder to limit at either end of the

dynamic range and stay there until several errors occur in the opposite direction
or the first integrator is reset at the beginning of the next scan line. This
limiting is clearly evident in Figure 33c where long black and white streaks can
be seen. The decoder integrator may also be brought out of limiting by large-
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amplitude changes of information in the opposite direction. However, as soon
as constant-brightness areas are encountered, the decoder integrator may
again limit. It is concluded that error rates of the order of 0, 0001 may be
acceptable for DIWP systems.

Much higher error rates can be tolerated with exponential inte-
grators because the effect of the noise is not held over many sampling periods,

I The shorter the time constant the less effect the noise has. This is readily
apparent in Figure 33d where a T = 1. 787 T was used. The noise pulses exist
as elongated dots, approaching those obtained with PCM (Figure 33a). As the
time constant is increased, the noise-elongated dots become longer dashes.
This effect can be seen in Figure 33e for T = 3 - with an error rate of 0. 05,
or approximately 50 errors per scan line in the upper half of the image. Figure
32 (b and c) shows a two-bit exponential system with T = 3 T where an error
has been introduced into the most significant bit of the two-bit code. Notice

that the system quickly recovers and that after six sampling periods or two
Itime constants the error has practically disappeared. The top half of Figure

33f shows an exponential integration system with an error rate of 0. 1. It is
evident that this error rate is too severe for the Delta Modulator. Subjectively,[it would appear that an error rate of 0.05, corresponding to an S/N of 3.6 db,
is the maximum upper limit with such systems (see Figure 34).

I Table 8 shows the bit error rates used in the noise simulations
shown in Figure 33, and the corresponding data link S/N ratios for "Differ-
entially Coherent" PSK transmission (see Figure 34).

TABLE 8

BIT ERROR RATES USED FOR DATA-LINK NOISE SIMULATIONS

I Figure No. Error Rates S/N Ratios

Top Half Bottom Half Top Half Bottom Half

33a 0. 1 0.002 2. 0db 8.0 db

I 33b 0.05 0.001 3.5db 8.4db

33c 0.0005 0.001 8.8db 8.4db

33d 0.05. 0.005 3.5 db 7.0 db

33e 0.05 0.001 3.5 db 8.4db

33f 0. 1 0.002 2. 0 db 8.0 db
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E. Comparison of Candidate Systems

I A primary consideration in choosing a Delta Modulation system
for image coding is the maximum bit rate allowable; it is determined by
circuit considerations and the bandwidth reduction desired. What is required
is the lowest bit rate possible consistent with good image fidelity as deter-
mined, in the final analysis, by a subjective evaluation of the output images.
In the discussion which follows it is assumed that the bandwidth of the analog
input is 25 Mc. The candidate systems are shown in Figures 14, 15, 35, and
36. Figure 14(b and c) presents images generated by one-bit systems
sampling at the Nyquist interval for a 50-Mb rate. There is little doubt that
neith4-r- the exponential nor the linear system has provided an acceptable
output image. The one-bit linear system suffers from loss of high-frequency
information and contouring. The exponential system improved the resolution
but produced objectionable oscillation in regions of constant brightness.
Contouring, while being improved, is still evident, although the large-

amplitude oscillation has a tendency to break up the contours and make them..
less apparent.

,Figures 15 and 35 present images generated by 100-Mb systems.
Images generated by 6ie-bit systems sampling at twice the Nyquist interval
are shown in Figure 15. The improvernent gained by doubling the sampling

I rate is immediately apparent for the linear system. Resolution has improved
to the extent that buildings can now be distinguished in the city area. How-
ever, contouring is still quite evident because the single step size has notr changed from the +5 levels. It is further apparent that linear systems require
more than one-bit to reduce contouring while still maintaining high-frequency

detail, especially at the high bandwidth analog input signal of 25 Mc. The

exponential image has improved to tite extent that the frequency of oscillation
in regions of constant brightness has been doubled, making it less objection-
able but still quite noticeable. There also has been an improvement in the
detail content of the city area. From a subjective evaluation and considering
the discussion in Part D of this section, the system for S = 4 levels and
P =Z " produced the most acceptable output image of the DIWP group. How-
ever, when compared with single linear integration and exponential systemT,
the DIWP system does not fare too well. High-detail information is lost in
the encoding process because of the length of recovery time required by the
double integrator before it can respond to new change. A computer simula-
tion evaluation of the double integration with phase reversal system discussed
in Section H-A may indicate that this undesirable characteristic of the DIWP
system at low sampling rates can be decreased. Double linear integration
systems will always suffer from a certain amount of contouring because of the
finite value of the initial slope, S. An appropriate filter on the output of the
system would serve to eliminate some of this.
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A 100-Mb rate may be generated by a two-bit system sampling at

the Nyquist interval, at the cost of slightly increased equipment complexity.

Two-bit images are shown in Figure 35. The two-bit linear system with a
small step size of + 4 levels has reduced the contouring associated with the one-

bit system. Also, high-frequency detail has been reproduced more faithfully
because of the larger step size of +15 levels used.

The two-bit exponential system with T = 3T has faithfully repro-
duced the input with minimum contouring and good rise time response. This
system is superior to the one-bit 100-Mb system for T = 4. 048 T (shown in
Figure 15 c) because of the reduced oscillation in constant-brightness areas.
Considering all factors, it is concluded that the optimum 100-Mb system
simulated was the two-bit exponential system with T = 3 T. The two-bit linear
system produces acceptable images but is limited in its usefulness for digital
communication because of the very low noise error rates that can be tolerated.

Doubling the sampling rate of the two-bit system produces a bit
rate of 200 Mb. Images from linear and exponential systems are shown in
Figure 36 (b and c). A comparison of the two-bit linear image and the six-
bit PCM input image indicates that the linear system reproduces the rise-
time information as well as the PCM system does. However, the linear
system does have slightly more contouring associated with it, as is evident
in the water areas in the images. The exponential system also produces a
very acceptable image and, in addition, has the merit of being able to function
under much greater noise error rates than the linear system.

In summary, it is concluded that the Delta Modulation systems
using expoxictntial integrators produce the most acceptable encoded image when
transmission is required in actual communication data links. A time constant
of three times the sampling interval appears to be the optimum value.
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IV. IMPLEMENTATION OF TWO-BIT DELTA MODULATION SYSTEM

A. Introduction

This section desciiibes a two-bit Delta Modulation system construc-
ted in accordance with the requirements of Phase II of this contract and the
design recommendations of the Phase I study. The system consists of an en-

coder and decoder with one program generator servihg both units, thereby
eliminating duplicate program generators and the need of synchronization between
the encoder and decoder.

Special test equipment for the evaluation of the system is provided
in the form of waveform generators and a closed circuit television system. The
system can be evaluated on a "response to an input" basis by observing the en-

coded waveform; also the evaluation of the degradation of pictorial information
due to the encoding process c-an be made by viewing the encoded video informa-
tion on the television monitor. More detailed pictorial analysis can further be

made by photographing a frame of the displayed data on the monitor.

The three modes of operation of the system employ clock frequencies
between 20 M c and 100. Mc in order to provide the demonstration-capabilities
shown in Table 9.

TABLE 9 - MODES OF SYSTEM OPERATION

Serial Bit Sampling Information Demonstration

Mode Rate Fre quency Bandwidth Capabilities

I1 20 Mc 10 Mc 5 Mc Maximum Display encoded video
sampled at twice the

information bandwidth.

II 40 Mc 20 Mc 5 Mc Typical Display encoded video
10 Mc Maximum sampled at four times

the information band-
width.

I 100 Mc 50 Mc 25 Mc Maximum Show encodedwaveforms
containing frequencies
up to 25 Mc; display en-
coded ramp function as
intensity modulated sig-

nal on scope to show
spatial degradation.
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The three clock frequencies shown in the table are provided in the
system; however, an external generator may be used. to operate at intermediate
frequencies if desired. The purpose of the lower frequency operation is to

allow evaluation of the effects of encoding pictorial information from a relatively
inexpensive source such as the closed circuit television system provided.

Special waveform generators including a square wave and ramp
function generator are provided for testing the system at high-frequency opera-
tion (50 Mc sampling rate). The response of the system to the square wave is
prestnted on an oscilloscope in the conventional manner, while the encoded
(ramp function) waveform is used to intensity modulate the oscilloscope, there-
by providing the spatial response of the system at high frequency in the form
of a continuous gray scale.

The system is designed to operate basically as a two-bit system;
however, simple wiring modifications allow the system to operate as a one-bit
encoder and decoder and thus permit comparison of one-bit and two-bit Delta
Modulation systems.

The integrator time constant may be varied to p~rovide exponential
or linear integration in either the one-bit or two-bit mode. In summary, the
demonstration capabilities of the system listed in Table 9 can be performed in
a one- or'two-bit system using either a linear oir exponential integration func-
tion.

I



B. General Operation

1. System Description

The Complete encoder and decoder block diagram is shown in
Figure 37. The heart of the system is the quantizer and feedback loop which
comprise the Delta Modulation encoding. The quantizer consists of a two-bit
parallel encoder which quantizes the error signal in amplitude and time in
one operation. The qu.ntizer output pulses are bi-polar and form an in-out-
of-n code typical of a parallel encoder. The output pulses are then summed
in a linear weighting network resulting in a pulse which may be one of the
four levels, +3k, + 1k, -1k, or -3k, depending on the amplitude of the error
signal at the sampling instant. The constant k is a summation attenuation
factor which may make the step sizes linear or nonlinear. The output pulses
are then integrated in the feedback loop and result in a feedback signal which

is a replica of the input analog signal. The feedback signal is continuously
subtracted from the analog signal, again providing the error signal for quanti-r zation.

The quantizer output pulses are in the form of an m-out-of-nLcode containing zN-I digits, where N is the precision of encoding in bits, in
this case two bits. The three output digits in the m-out-of-n code are conr-
verted to the more efficient full-bauded binary code in order to provide a mini-
mum bandwidth transmission channel., The binary digits at the output of the
m-out-of-n to binary gates, shown in the block diagram, are in parallel form.
The two digits are then read into storage in order that they may be read out
of the encoder in serial form by means of the readout gates. The serial code
is now full bauded, or nton- return to zero, and suitable for single-channel

transmission.

The program generator, which consists of the two-count ring
counter and transfer gates, provides the basic timing for sampling and par-
allel-to-serial conversion of the code groups. The program generator serves
both the encoder and decoder, thereby eliminating the need of synchronization
between the two. This implies that interconnection will be made between the
central program generator and the encoder and between the program generator
and the decoder. In an actual communication link implementation, the trans-
mitter and receiver would contain separate program generators and synchro-
nization between the two would have to be provided.

The serial output digits are introduced to the decoder, where
they are converted to parallel form and into the original m-out-of-n. code by
means of the storage and binary m-out-of-n gates. A pulse regenerator pro-
vides output pulses in the decoder which are identical to the quantizer output

pulses in the encoder; integration of these pulses provides an output signal at
the decoder which is identical to the feedback signal in the encoder.
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Two input amplifiers are provided, one for the periodic
waveform test signals and the second for the composite video of the closed
circift television system. The video input circuit contains a dc restorer and
sync separation circuit. The sync pulses are then clipped from the video-so

that they are not encoded, thus making the most efficient use of the input dynamic
range of the encoder.

[ 2. System Logic

The Delta Modulation encoder and decoder actually requires
two logic and timing diegrams, since the system must operate at two clock
frequency extremes. The switching delays in the various gate and flip-flop
circuits are nearly equal to the time of one-half the clock interval, which is

5 ns at the 100 Mc clock frequency. These delays are negligible at the 20 Mc
clock frequency, since a clock interval is 25 ns. In summary then. the typ-

- ical 2. 5 ns switching delay is 50% of a clock-interval at 100 Mc and only 10%6
of a clock interval at 20 Mc.

a. Low-Frequency Operation

The logic diagram of the system appears in Figure 38,
while the low-frequency, or "ideal, " timing diagram is shown in Figure 39.
The basic timing is derived from the two-count ring counter, which is driven
by the clock oscillator as shown in the logic diagram of Figure 38. Line 1 in
the timing diagram represents the clock frequency, where each clock interval
is defined as 25 ns for the 20 Mc case. Lines 2 and 3 show the relative phase
of the counter outputs X and X with respect to the clock. The sampling

1 2
interval is derived from X 2 ' and is shown as S on line 4 of the timing diagram.

The sampling pulses trigger the parallel quantizer circuits generating the
three resultant quantizer output pulses. These are converted to two binary-
digits by the m-out-of-n to binary gates shown in the logic diagram. No sys-
tem delay is incurred in this operation and, since the total circuit delay is
small compared with a clock interval, it is not.,shown on the timing diagram.
The converted binary code digits, in parallel form, are therefore shown on
lines 5 and 6 as occurring at the same time as the sample pulse. The digits
D 1 and D 2 are now read into storage flip-flops FF 1 and FF 2 a by means of the
transfer pulse T., as shown on the logic and timing diagrams. Digit D is

then shifted into flip-flop FF by transfer pulse T . The relative timing2b 4

between D 1 and D2 of the storage and shifting is shown on lines 8 and 10 of

the timing diagram. The gates Gg, GI0, and G then produce the digits D 1

and D in serial form by reading the digits out of storage by means of X andD2 2yedn iit trgb

and X 2 ', as shown on the logic diagram and on line 11 of the timing diagram.
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The digits D 1 and D 2 are then transmitted on a single-

channel basis to the decoder. Digit D is read into storage flip-flop FF .byD13

means of transfer pulse T 4 . Digit D 2 is presented directly to the binary to

im-out-of-n conversion gates. This is allowable because the m-out-of-n

pulses are requantized both in time and amplitude in the pulse regenerator by
means of X I . Therefore, the three m-put-of-n digits E 0 , E 1 , andE 2 appear

in parallel, as shown in lines 13 through 15 of the timing diagram. The pulses
are then summed in a linear weighting network and integrated as in the encoder.
This provides an output signal which is identical to the feedback signal in the
encoder.

b. High-Frequency Operation

The high-frequency logic diagram is shown in Figure 40 and
the timing diagram in Figure 41. The timing diagram for the high frequency

operation of the system is more complex than that of the low-frequency, since
it shows the sw-tehing delays of the circuit which, as mentioned previously,
amounts to 50% of a clock interval. Lines 1, Z, and 3 of the timing diagram
show the clock and counter outputs as before. In the logic diagram, the counter
output X ' is again used as the sampling waveform; however, notice that the2
sampling interval is delayed 10 ns, or two clock intervals from X 2'. The logic

gates necessary to convert the m-out-of-n code pulses which occur at the sam-

pling time S add an additional delay of one clock interval from time S to D1 .

The formation of D 2 requires two more logical operations than does D, as

shown in the logic diagram; therefore, D is delayed an additional clock in-

terval from D1 , as shown on lines 5 and 9 of the timing diagram. As a matter

of safety, D 1 and D 2 are not read into the storage flip-flops FF I and FF a

with the same transfer pulse as in the low-frequency case; instead, T 1 is used

to read D into FF , and T is used to read D into FF 2 , as shown in lines 7
1 1 2 2 a

through 9 of the timing diagram of Figure 41 and the logic diagram of Figure
40. Transfer pulse T is then used to shift D from FF to FF , as shown3 2 2a 2b
in line 10 of the timing diagram. The digits are read out serially by X 2 and

X2 ', shown on line'1l.

These digits are then introduced to the decoder, with addi-
tional delay due to the interconnecting cable and input drive circuits, as shown
in line 12. Transfer pulse T now reads the serial digit D into FF , with

•2 1 3

some, additional delay as shown in line 14 of Figure 40. -Counter output X I 'is

used to retime the output pulses E 0 , E , and E 2 , as shown in lines 15 to 17E12

of the timing diagram.
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C. Circuit Description

1. Quantizer

The two-bit quantizer and feedback loop, previously discussed in the
block diagram, is shown in Figure 42. The.ba-sic element of the quantizer is

the tunnel-diode balanced pair, which is triggered by complementary voltage

pulses +VT, as shown in Figure 43. The tunnel diodes are matched and the
trigger source is balanced. The balanced trigger source is provided by the

transformers, shown in Figure 42. The amplitude ,of the trigger source must[be sufficient to maintain one diode, but not both, in the high-level state. This
level is on the order of 200 Mv for most germanium tunnel diodes. The balanced

pair circuit is restricted to two output levels, shown as *V in the V-I charac-[teristic of Figure 43. The output of zero volts i's prohibited, since both diodes
are in their negative resistance regi6ns at this point. The circuit is receptive

to an input only'during the time that the trigger pulses are building up, that
is, the time occupied by a change in level of the trigger pulses from their low

leveltotheirhighlevel. After this time, the circuit_ "lcks" into one of its two

allowable states, plus or minus Vo , depending upon whether the value of the

linear summation of inputs is positive or negative at this time.

The tunnel-diode balance pair provides an ideal decision circuit to

I be used in the time and amplitude quantizing mode, where the sampling

pulses now provide the complementary trigger voltage VT. The linear sum-

mation of the input voltages is given by eanalog + efeedback signal

+ ereference level' Because the feedback signal is inverted in phase with

respect to the analog signal, an effective subtraction results. This subtraction
provides the error signal which is added to the self-contained reference level
of each of the three quantizers. Upon the occurrence of a sampling pulse, the
output of the locked pair will switch to either + Vo , depending upon the magnitude

and polarity of the error signal with respect to the reference level at the begin-
ning of the sample pulse.

The original breadboard model of the balanced pair quantizer pro-
vided an output pulse of only 2 ns in width. The trigger, or sampling, wave-

form is a 50-Mc square wave which has a period of 20 ns. It therefore follows
that the pulse width generated could be approximately one-half of the 20 ns

period, since the diodes are triggered on during this time. Additional investi-

gation into this problem disclosed that the tunnel diode pair was being operated
in an unstable region. The analysis of this circuit by Herzog 7 shows that three
regions of stability can exist, one of which is unconditionally stable and the

other two, conditionally stable and unstable. The equivalent circuit of the locked

pair is shown in Figure 44 where r is the total driving source resistance,
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L is the series inductance of the tunnel diode plus circuit inductance, and C
is the shunt capacitance of the diode plus circuit capacitance. The criterion
for unconditionally stable operation is that

L-- < IR(18)
rC - I

wherel-RI is the absolute magnitude of the greatest negative resistance of
the tunnel diode. Examination of Equation 18 shows that the series induc-
tance of the diode plus stray circuit inductance must be kept at a minimum,
while the diode shunt capacitance plus circuit capacitance may be increased
for a given source resistance. Examination of the circuit layout and com-
ponents showed that operation in the stable region could be easily achieved
by going to a slower, higher capacitance diode and taking some layout pre-[cautions to minimize the series stray circuit inductance. The results of
this effort are shown in the photograph of Figure 45 which shows the three
quan tizer output pulses for the encoded value of zero volts or the mid-range
value. Under the stable operating condition, the pulses are approximately
one half the 50-Mc period or 10 ns.

The transmission line transformers were discarded in favor of a
quadafilar woundtoroid. Because this transformer provides much better
operation at low frequencies, it allows improved performance at the 10-Mc
sampling rate.

2. Feedback Loop

The output pulses are summed in the 47-ohm resistor at the base
of one of the transistors in the difference amplifier through the three 220-
ohm weighting resistors as shown in Figure 42. The other side of the dif-
ference amplifier is driven by a cancellation signal which is derived from
a summing network with impedance characteristics equivalent to parallel
combination of the three balanced pairs. This configuration eliminates
error signal feedthrough which accompanies the quantization of the error
signal by the balanced-pair quantizer. The feedthrough is inherent to the
tunnel diode balanced pair since the circuit is bilateral and affords no isola-
tion between input and output. Thus, the signal sum at the summing point
consists of quantizer output pulses plus error signal feedthrough. After
compensation and amplification have been performed in the difference ampli -
fier, the pulses are integrated at the capacitance Cl. This capacitance may
be varied to control the integration time constant, thereby allowing either
exponential or linear integration.
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The integrated signal is further amplified by the common emitter
stage, which provides inversion of the signal and a means of controlling the
feedback gain. The variable gain is necessary because more gain is required
for linear integration than for exponential integration. An emitter follower

buffer is provided to drive the summation network where the feedback signal
is summed with the analog signal and the reference level. The result of this
summation, the error signal, is then quantized and the process repeated.

3. Program Generator

Ii a. Two-Count Ring Counter

[The program generator is comprised of the two-count ring

counter and transfer gates, as shown in the logic diagrams of Figures 38 and
40. A circuit diagram of a typical stage of the ring counter, along with the[logical representation, is shown in Figure 46. The circuit is a rapid-trans-
fer flip-flop which is patterned after the Flashy circuits 8 which have operated
successfully up to 240 Mc, The clock pulses are introduced to the transfer
transistor at point T. During the positive portion of the clock pulse, this
transistor is turned on, providing an "AND" operation with the pull-over
transistor whose input is also positive at that time, allowing the flip-flop to
be set to a "ONE" or a "ZERO. " When the clock pulse returns negative the

~~-ip-flop remains in this preset state.

The photograph in Figure 47 shows the two counter outputs and
clock input corresponding to the notation in lines 1 to 3 in the timing diagram
of Figure 39. The switching time of the counter flip-flops is approximately

2 ns for rise and fall times,

The counter flip-flops are implemented with the ZN709 silicon
transistor, which has a gain bandwidth'product of 900 Mc and a maximum
dissipation of 300 Mw. Because of the lading on the counter these transistors
are used in the counter states to allow a nominally high switching current with-
out over dissipating the transistors.

The flip-flops are interconnected by means of the load-resistor
output (see Figure 46), while the transfer gate inputs are connected to the
emitter follower outputs. this prohibits the loading of the transfer gates
from reducing the counter output amplitude to the point where it would become

i inoperative.

9
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b. Transfer Gates

The transfer gates are shown in Figure 48. This is a conven-

tional current switch AND gate with a bias network on the inactive side. The
bias network is required because of the negative voltage drop from base to
emitter in the output emitter followers in the counter. The output voltage
swing of these emitter follower outputs is plus and minus about a negative lev-
el and does not go positive enough to allow the inactive side of the current
switch to be grounded in the conventional manner. By placing the identical
negative level of the emitter follower outputs on the inactive side of the cur-
rent switch, proper operation can be attained.

The photograph in Figure 49 shows a typical transfer pulse

along with the gate input signals. The rise time of the pulse is observed to
be approximately 2 ns. These gates are implemented with the Philco 2N769
transistor with a gain bandwidth product of 900 Mc. A typical stage delay is

under 2. 5 ns.

The logical representation, along with a truth table for the AND
gate is also. shown -in Figure 48. The truth table shows that the output will be
negative if and only if both inputs are positive, hence denoting the AND function,
Tn = AB. If "1" is assumed negative, the inputs A and B must be connected
to their complements A' and B' in order to obtain the positive levels when A
and B are "ones". The transfer gates connect to the counter so that both the
signal and its complement are available for use. Therefore, no inverters
are needed between the counter and the gate input.

4. Binary Code Converter

The function of the m-out-of-n to binary converter is to provide a
two-bit digital code from the three parallel outputs of the quantizer.

The truth table below along with the Boolean equations shown contain all
the logical information pertinent to the function of the converter.

eo  e 1  e 2  D1  D2

0 0 0 ., 0 0

1 0 0 ,0 1

I . 1 1 0 '4 0

1 1 1 1
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I

DI= e 1

D2 = e Z +e 1 'e 0

2 2 1 0

This is not a complete truth table for a three-input system but accounts for
the four possible combinations of quantizer outputs only.

Since the converter must have the capability of driving rapid-trans-
fer flip-flops, the complementary outputs D I ' and Dz ' are also provided.

The converter is made up of five current switching circuits which
provide the necessary logical functions. These switching circuits ate driveft
by three' special amplifier and buffer circuits.

a. Buffer Amplifier

The amplifier and buffer circuit, shown in Figure 50, performs
the four basic functions of isolation, amplification, level translation, and con-
version from a three-level code to a two-level code. Isolation is provided by
the emitter follower and is necessary because the amplifier itself would cause
undesirable loading of the quantizer.

The second stage provides amplification through a simple in-
verter amplifier with a forward biased diode in the emitter circuit to eliminate
the positive portion of the input signal. This in effect generates a two-level
output signal from a three-level input signal, The positive response of the
quantizer is considered binary ZERO and appears as the same level as the
baseline between pulses. The necessary translation to drive the current
switch inverters is provided by the forward voltage drop of the diode in the
collector circuit.

b. Logic Gates

The logic gates used in the code converter, as well as in the
rest of the system, are low-dissipation current-mode switching circuits.*1 The buffer amplifiers in the code converter section are followed by an in-
verter of the types shown in Figure 51 (a and b). The inverter shown in Fig-
ure 51a has a single ended output and provides signal polarity inversion. The
inverter in Figure 51b is a double-ended circuit which provides both the func-
tion and its complement, as shown in the logical representation in the figure.
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I
The AND gate shown in Figure 52a is similar to the transfer

AND gate discussed previously, except that the inputs to the gate in the figure
must be positive and negative about ground, which is the usual arrangement

I with current switch gates.

The OR gate, along with the logical representation and truth
table, is shown in Figure 52b. Again, letting binary ONE be represented by
a negative voltage level and binary ZERO, by a positive'voltage.level, -the truth

table shows that the output will be a "1, " or negative, if either or both inputs
is a ONE, or negative, thereby generating the OR function.

These gates and inverter circuits are implemented with the
Philco 2N769 transistor, which has a typical gain bandwidth product of 900 Mc.

Switching speeds on the order of the 2 ns rise or fall times have been observed,
with a typical stage delay of 2. 5 ns.

5. Storage Flip-Flops

The storage flip-flops used in the encoder and decoder are of the

type shown in Figure 53. These flip-flops differ from the ring-counter flip-
flops only by the omission of the switching diodes in the emitter circuit. The

1. storage flip-flops do not have the same loading or speed requirement as the
ring-counter circuits and therefore do not require the same complexity.

The storage flip-flops and readout gates are implemented with the

Philco 2N2699 transistor, which has a typical gain bandwidth of 450 Mc. These
transistors were originally intended to be used in the saturated switching

mode; however, the saturated circuits were not reliable enough under load
and their use was abandoned in favor of the faster current switching mode of
operation.

6. Pulse Regenerator and Output Amplifier

jThe pulse regenerator and output amplifier are shown in Figure 54.

The pulse regenerators are identical in operation to the balanced pair quan -

tizer in the encoder. The only difference is that they are drivenwith the
digital signal from the binary m-out-of-n gates. Thus a positive level at the

output of a gate which implies binary ZERO will produce a positive pulse
from the pulse regenerator identical to the encoder quantizer output pulse.
The output amplifiers are identical to the feedback loop amplifier; therefore,
the integrator time constant can be varied in the same manner as in the en-

coder, by varying the capacitor C I.

I
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V. SPECIAL TEST EQUIPMENT

A. Square Wave Generator

The square wave generator provides a test signal to demon-
strate the high-frequency encoding capabilities of the Delta Modulation
system. The rise and fall times of the test signal are approximately 16 ns
which corresponds to a band-limited signal of 25 Mc.

The circuit diagram of a typical stage of the generator is shown
in Figure 55. The generator consists of a four-count binary counter whichIis triggered by the ring counter in the program generator. Thus, a square
wave of 3. 1Z Mc, which is synchronized with the program generator, is
obtained. The response of the system to the square wave may now be seen
with the scope synchronized with the input signal, which is in turn synchro-
nized with the program generator. This allows one specific cycle of the

Ii square wave to be seen with no overlap of previous traces.

The amplitude of the square wave is continuously variable from
zero to 4 volts, which covers the input dynamic range of the system.

LB. Ramp Function

The ramp function is provided by the horizontal sweep sawtooth in
the Tektronix Type- 581 oscil]oscope. The purpose of the ramp function is to1.. simulate a continuous gray-scale input signal. The signal is encoded and the
resulting decoded output is used to intensity modulate the oscilloscope. Thus,
the spatial degradation of the continuous gray scale is observed by means of
the varying beam intensity on the oscilloscope. This test is provided primarily
for the high-frequency mode of operation of the system. The horizontal time
base of the scope determines the length of the ramp function and can be set to
as high a frequency or as short a time as desired. Thus a small number of
samples may be observed in the full-range gray-scale presentation showing

Ithe effect of each sample point.

C. Closed Circuit TV System

The closed circuit TV system provided as special test equipment is
t a Sylvania VRF 400 camera and Sylvania RM 14, 14-inch monitor. The system

is capable of 400-line resolution and has an over-all video bandwidth' of 4 Mc.

1
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The TV system is a useful demonstration at both the low sampling rate and

the high sampling rate of the encoding system. The encoded display of the

1 video at the 50-Mc sampling rate shows the small amount of degradation of

low-frequency information which is present in all video signals, wideband

or narrowband.

The primary video demonstration is at the low sampling rates of

1OMc and 20Mc, since these rates show thi, spatial degradation of the information
sampled at two to four times the maximum video bandwidth. Thus, the

picture information, with regard to contouring the fineness of detail, should
appear as it would if 25-Mc video were available to be encoded at the maxi-

mum sampling rate of 50 Mc.

v 1. Video Processing Circuits

A separate video-input to the encoder is provided as shown in

the circuit diagram of Figure 42 and the block diagram of Figure 37. A video1amplifier with a variable gain control and dc restorer allows the video signal
to be set to the optimum amplitude and dc level in order to make the most
efficient use of the maximum input dynamic range of the encoder. A sync1separator follows the dc restorer. The sync pulses are introduced directly
to the monitor, piroviding stable sync even while adjustments are made on the
equipment. The sync pulses are then, clipped prior to encoding such that the

Iinput dynamic range of the encoder is not exceeded..

D. Oscilloscope

The Tektronix Type 581 oscilloscope, also provided as special test
equipment, gives a display for the encoded ramp function at the high sampling
rate, as mentioned previously, and allows set-up and trouble-shooting capa-
bilities. The maximum bandwidth of the scope with the Type 86 preamp andP passive probe is 95 Mc, which allows a minimum rise time of 4 no. This is
adequate for all set-up and for most trouble-shooting operations. The fidelity
of the quandizer pulses and switching waveforms is degraded if they areI: viewed on this scope; however, the signal is preserved well enough to detect
an inoperative circuit or one that is not operating properly.
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E. Power Supplies

I Four power supplies, with a voltage range of 0 to 18 V and maximum
load current of 1. 5 amperes are provided as primary power for the encoder
and decoder. The supply voltages required for the system are as follows:

+9 V at 500 ma

-9 V at 500 ma

I +6 V at 500 ma

-6 V at 500 ma

The power supplies provided are Harrison Labs Model 855B with
rack mounting panels. The stability and load regulation specification for the
supplies are as follows:

I
Stability: < 30 Mv total drift for 8 hours

1 Load Regulation: 0.03%6 or 6 Mv (whichever is

greater) for a 1. 5 ampere level
charge.

I
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VI. TEST PROCEDURES AND RESULTS

The following tests and measurements were made on the two-bit Delta
Modulation feasibility model.

1. Analog waveform tests using square wave, sine wave,
and ramp.

2. Closed circuit television encoding.

The operating conditions of the equipment were as follows:

1. Sampling Rate - 50 Mc

2. Bit Rate - 100 Mb

.- 3. Precision of Encoding - 2 bits

4. Integrator Time Constant - 3 7" = 60 ns

1 5. Decoder Output - Not filtered

A. Square Wave Measuremenit

In Figure 56, the measured response to a full dynamic range l-Mc
square wave (a) is shown at the feedback loop of the encoder (b) and the output
of decoder (c). Since the rise and fall times of the input square wave repre-
senting the fastest black-to-white transition in an image whose video bandwidth
is 25 Mc are faster than the sampling period (20 ns) of the encoder, the encoder
takes approximately three and one-half samples to respond (10%1 to 90%6) to the
fast change in input signal. Theoretically, this is shown in Figure 32. In the
photograph observe that the decoder response is identical to that of the encoder.

The dc oscillation at the extremes of the encoding range is shown on an ex-
panded time scale in, the photograph of Figure 57 and theoretically in Figure 32.

B. Sine Wave Response

Sine waves of frequencies from I kc to 10 Mc were encoded by 'the
Delta Modulation: equipment and are shown in Figures 58, 59, and 60. Notice
in the response of the lower frequency sine waves that the small step only is
used in reproducing the input sine wave due to the slowly changing amplitude
of the input (that is, the error signal is small at all times). However, at the
higher input frequencies a mixture of small and large increments is needed by
the encoder to follow the input. At all measured frequencies the encoder andt

deodr epodc eaclyth in wveinu a pedctdbythort-a
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analysis. In the expanded time scale photograph of Figure 60, the actual in-

crements or step sizes are shown on a per-sample basis.

C. Ramp Waveforms

In Figure 61 the response of the system is shown for a ramp signal

corresponding to a continuous gradient in an image. Notice that many small

plateaus appear in the reproduced waveform due to the quantization proceas

of the encoder. The magnitude between plateaus is directly related to the step

sizes, reference levels, and time constant of the integrator.

D. Video Encoding

The video signal from a closed circuit television system was en-
coded and decoded by the experimental equipment. The block diagram for the
system test is shown in Figure 62. Pictures of the monitor were taken of the

uncoded and coded video displays, as shown in Figure 63. It should be noted

again that the sampling rate in, 50 Mc, while the input video bandwidth is
restricted to about 4 Mc; thus, a much higher ratio of sampling frequency to

video bandwidth than would be employed in an actual commhunication system
Ihas been used in this measurement. It is clearly evident from the photographs

that hardly any perceivable degradation in gray scale and resolution has been

introduced by the encoding process.

E. DC Response

Encoder code -groups, in response to various DC levels applied at

the input to the system with a 10-Mc sampling rate, are shown in Figure 64.
As is characteristic of exponential integration, each level has a unique re-
sponse both in periodicity and amplitude.

Notice the response to a -100 mv level is the mirror image of -e-

response to a + 100 mv level which is indicative of proper operation. Figure
64-D3 shows the response of the system to a DC level input which is within
a quantization region. This region is explained in detail in Section II-B-Zd,

The period of the code group in the quantization region is exactly that of the
sampling pulses and is therefore the highest frequency of oscillation exhibited

in any of the code groups.

1
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4. Referring to Table 10, the images in Figures 14, 15, 33, 35, and 36,

and the previously mentioned conclusions, it is concluded that two-bit Delta
Modulation employing an exponential integrator with a time constant of 3 T
produces better images than all other Delta Modulation systems analyzed,
considering (1) bandwidth reduction, (2) image quality, (3) susceptibility to
data-link noise, 1(4) size, weight, and power, and (5) reliability and com-
plexity.

5. It is further concluded that, depending on the application, a band-
width compression of between 2 to 3:1 can be achieved by using Delta Modula-
tion. Evidence of this conclusion can be visually verified by referring to the
images for two-bit exponential Delta at 512 samples (Figure 35c), two-bit
exponential Delta at 1024 samples (Figure 36c), and six-bit PCM at 512

*samples (Figure 35a). The comparison of two-bit Delta at 512 with six-bit
PCM (compression of 3:1) shows that nearly all information is retained by
the Delta Modulation process. The comparison of two-bit Delta at 1024 with
six-bit PCM (compression 1. 5:1) shows that the Delta image actually has
more information than the six-bit PCM because of the higher spatial sampling
density. It is therefore reasonably concluded that an optimum compression
between 2 to 3:1 can be achieved by Delta Modulation encoding such that no
perceptible information is lost.

L.. 6. By referring to the waveforms of the performance of the Delta
Modulation experimentalmodel, Figures 18, 30, and 32, it is concluded that
it is both feasible and practical (1) to sample video signals at 50 Mc, (2) to
encode these samples to two-bit precision, and (3) to obtain a 100-megabit
serial bit rate.

7. The final conclusion reached is that there is a direct correspondence
between (1) the computer simulation images, (2) the graphical analysis, and (3)
the performance waveforms of the two-bit, 100-megabit rate, Delta Modulation
feasibility model. Typical of this correspondence is the period of oscillation

for uniform-brightness areas, as can be observed in the enlarged black region
of Figure 17h, the graphical plot of Figure 32b, and the test waveform of
Figure 57. Notice that each has an identical period of oscillation. Therefore,I the images obtained by computer simulation do, indeed, represent the actual
performance of an operating equipment.

-1Z5-I



I

.VIII. RECOMMENDATIONS FOR FUTURE WORK

As a result of the combined, efforts under this contract, Philco
recommends to the Air Force that the following areas be strongly considered

for future work.

* A. Delta Modulation Systems

Philco recommends that the study and evaluation of Delta M1odula-

tion techniques for pictorial coding and transmission be continued in the
search for a better technique. In particular, it is felt that two relatively
new techniques deserve immediate attention. The double integration with

phase reversal system recently published seems to solve the basic problem
of loss of high-frequency detail at low-sampling rates associated with the
double-linear integration systems studied during Phase II of this contract.
Although this tecftriique was developed for use with speech where large over-
shooting can probably be tolerated, Philco feels that incorporating a predic-
tion feature into ihe logic may make it readily adaptable for use with
pictorial transmission systems. The second Delta Modulation technique,
developed by Philco, is one which attempts to solve the problem of large-
amplitude low-frequency oscillations in constant-brightness area associated
with exponential integration. The system consists of two integrators
operating in parallel. One is a linear integrator to provide small steps
when the input is essentially dc; the other is an exponential integrator to
provide large-amplitude increments necessary for large-amplitude changes
in the input. The output of these two integrators are summed together to
provide the feedback signal of the system. This linear-exponential (LEX)
systemseems to provide the advantages of both types of integrators, while,
at the same time, the combination cancels some of their disadvantages.
Further study using graphical plotting and computer simulation evaluation
is strongly indicated for these two techniques.I

B. Recognition Techniques

Philco believes that it is feasible to study and develop logics for
recognizing areas of constant brightness or dc at'the receiver of Delta
Modulation systems. This is particularly applicable to exponential integra-
tion systems because there are definite and distinct code groups associated
with various dc levels throughout the dynamic range. By recognizing these
code groups and their length, the receiver could substitute the correct dc
levels for these code groups. Such recognition techniques would be of signi-
ficant value for removing objectionable oscillations from exponential systems,
as well as other Delta Modulation systems.
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I C. Feedback Loop Delay

JConstruction of implementation circuitry has brought to light a
problem associated with the delay in the feedback loop of the Delta Modu-
lator. At the high sampling rates required by systems handling high)bandwidth input signals, the tolerable delay associated with the integration
process in the feedback loop becomes prohibitively small. It is indeed
questionable if such short delays can be practically realized in an equip-
ment. Preliminary thoughts concerning the problem lead one to the
unsupported conclusion that multibit systems would be superior to one-bit
systems at the same bit rate because of the lower sampling rate (and,
consequently, a longer tolerable delay) required by the multibit systems.
It is recommended that this problem of feedback delay be thoroughly in-
vestigated for video bandwidths above 25 Mc in terms of sampling rate,
bit rate, and equipment feasibility and complexity.

D. Second-Order Statistics

Philco believes that further savings in bandwidth reduction and
better image fidelity may be accomplished with Delta Modulation systems
by using the second-order statistics of the input-image data. If the feed-
back signal subtracted from the input depended not upon the previous output
but upon the two previous outputs, the output of the integrator would follow
the input with less error. Such a system would have incorporated in the
feedback loop a prediction circuit which would determine a signal value
dependent upon the two past outputs of the integrator. This might be ac-
complished by slope prediction. Philco recommends that such systems
be studied and evaluated by the use of computer simulation to determine
their feasibility for pictorial coding and transmission.

E. Comparison of Pictorial Coding Techniques

Delta Modulation is but one of the techniques for reducing redundancy

in pictorial data. Other techniques such as PCM-Pseudorandom- Noise, Split-
Band Quantization and Dual-Mode Coding will yield bandwidth compression
ratios similar to Delta Modulation with similar equipment complexity. Philco
recommends that a unified analysis and computer simulation be conducted to
determine the comparative performance of the above techniques including
Delta Modulation in terms of bandwidth reduction, image reproduction,

sensitivity to noise, and implementation complexity.

-127-



IX. REFERENCES

1. Cotton, Robert V. , Strohmeyer, George R., Tillman, Albert F.,
Demonstration of theFeasibility of Using Delta Modulation for
Pictorial Transmission, Phase I, Contract AF 33(657)-8478,
Philco Corporation Scientific Laboratory, Blue Bell, Pa.,
November 1962. Also ASD Technical Documentary Report ASD-
TDR-62- 1037.

2. deJager, F., "Deltamodulation, A Method of PCM Transmission
Using the 1-Unit Code, " Philips Research Reports, No. 7,
December 1952, pp. 442-466.

3. van de Weg, H. , "Quantizing Noise of a Single Integration Delta
Modulation System with an N-Digit Code," Philips Research Reports,
Vol. 8, October 1953, pp. 367-385, Eindhoven, Netherlands.

4. Holzer, J. , Exponential Delta Modulation for Military Communi-

cations, Headquarters, Signal Corps Engineering Laboratories,

Fort Monmouth, N. J., Dept. of Army Proj. No. 3-.99-.12-021,
1 June 1956.

5. Sturm, R. E., Cottrell, D. E., and Davis, I. F., A Research
Study and Engineering Investigation of a Digital Television System,
Colorado Research Corporation, Signal Corps Contract No. DA-
36-039-SC-74928, ASTIA number AD-Z28208 (Final Report, June
1959).

6. Winkler, M. R., "High Information Delta Modulation, " to be
published in 1963 IEEE International Convention Record, Part 8,
July 1963.

7. Herzog, G. B. , "Tunnel Diode Balanced-Pair Switching Analysis,"
R.C.A. Review, June 1962, pp. 187-214,

8. Rapp, A. K., and Robinson, J. L., "Rapid Transfer Principles
For Transistor Switching Circuits," IRE Transactions of PGCT,
Vol. CT-8 No. 4, December 1961.

I

~-128-



I
I

X. BIBLIOGRAPHY

1. Twelve monthly progress letters dating from 15 May 1962 to 15
April 1963 submitted in conjiUnction with this contract.I

2. Balder, J. C., and Kramer, C., "Video Transmission by Delta
Modulation Using Tunnel Diodes, " Proceedings of IRE, April 1962, pp. 428-434.
i 3. Bowers, F. K., "Delta Modulation for Cheap and Simple Telemeter-

ing, " IRE Transactions on Space Electronics and Telemetry, December 1959,
Ipp. 205-208.

4. Bowers, J. K., "What Use is Delta Modulation to the Transmission
Engineers, " AIEE Transactions, Vol. 7, No. 30, Communications and
Electronics, May 1957, pp. 142-147.

5. Brown, W. G., Kozuch, M., and Lott, R. E., Digital'Communication
System (DIGICOM), ITT Labs., Final Eng. Rpt., March 1960, AD-236 133.

6. Cutler, C. C., Differential Quantization of Communication Signals,
U. S. Patent No. 2, 605 361, July 29, 1952, also Quantized Transmission with
Variable Quanta, U. S. Patent No. 2, 724,740.

7. Deloraine, E. M., Van Mierlo, S., and Derjavitch, B., French

patent 932, 140, 10 August 1946.

8. "Delta Modulation, " Wireless World, October 1952.

-- 9. Elias, P., "Predictive Coding," Transactions of the IRE, P.G.I.T.
Vol. IT-i, March 1955, pp. 16-33.

10. Gable and Spiegel, Tunnel Diode and Backward Diode Guide for
Circuit Designers, Application Lab. Report 750, Philco Corp., Lansdale
Division, March 1962.

11. Goto, et al, "Esaki Diode High Speed Logical Circuits, " IRE
Transaction on Electronic Computers, March 1960.

12. Graham, R. E., "Predictive Quantizing of Television Signals,"
1958 IRE Wescon Convention Record, Vol. 2, Part 4, pp. 147-157.

13. Harrison, C. W., "Experimental with Linear Prediction in
Television,"BSTJ, Vol. 31., July 1952, pp. 764-783...........

-129-



14. Hill, L. W., and Holmes, J. N., Design of a Standard Delta-.
modulator, Post Office Engineering Dept. (Gr. Brit.), 12 March 1959,
Research Rpt,. No. 20428, AD-237861L.

15. Lender, A., and Kozuch, M., '"An Experimental Delta Modulator,"
5th Global Communications Convention Record, May 1961, pp. 95-97.

16. Lender, A., and Kozuch, M., "Single Bit Delta Modulating Systems,
Electronics, November 17, 1962, pp. 125-129.

17. Libois, L. J., "A New Method of Code Modulation: 'Modulation,'
Gnde, Elect., Vol. 32, January 1962, pp. 26-31.

18. Meyerhoff, A. A., Microwave Radio Relay Systems Study, RCA
Electronics Products, New York, Final. Rpt., on Task 6, 31 March 1960,
Contract DA 36-039-SC-78045, AD-236 843..

19. "Notes on Delta Modulation, " Electrical Communication, Vol. 30,
March 1953, pp. 71-74.

j 20. Pieruschka, Erich, The Signal-to-Noise Ratio in Delta-Modulation
Sytem, Redstone Arsenal, Proj. No. TUI-9004, Rpt. No. ZR27F, 10 March
1958, AD-156 165.

21. Richards, D. L., and Bones, R.A., The Determination of the
Values of Some Defining Variables and Deltamodulators for Optimum Trans-
mission Performance, Post Office Engineering Dept. (Gt. Brit.), Research
Rept. No. 20430, ADZ35 744L.

22. Schouten, J. F., deJager, F., and Greefkes, J. A., "Delta
Modulation, A New Modulation for Telecommunication, " Phillips Technical

Review, Vol. 13, No. 9, March 1953, pp. 237-245.

23. Spiegel, P., The Micro-Energy Capabilities of Solid State Logic
Techniques, Application Lab. Report 724, Philco Corp., Lansdale Division,

August 1961.

24. Stampfl, "Remarks on Pulse Delta Modulation, " Osterr. Z. Telegr-
Teleph-Funk-Fernsehtech 8, 1954, pp. 58-63 and 92-97.

25. Swaffield, J., and Bones, R. A., A Direct Comparison of the
Transmission Performance of a Deltamodulator and a Pulse Code Modulator,
Post Office Engineering Department (Gt. Brit.), Research Rept. No. 20431,
AD228 058L.

-130-



Z6. Tripp, J. S., A. Deterministic Study of Delta Modulation, Master's
Thesis, Kansas State University, 1962.

27. Watson, R. B., and Hudson, 0. K., "Transmitting System Uses

Delta Modulation," Electronics, Vol. 29, No. 10, October 1956, pp. 164-166.

28. Webb, R. C. , Investigation of Techniques for Improving Radio

Frequency Spectrum Conversation and Utilization in Military Television
Application, Final Report, Signal Corps Contract No. DA-36-039-SC-83183.

29. Wiener, Dr. Thomas Freud, Theoretical Analysis of Gimballess
Inertial Reference Equipment Using Delta-Modulated Instruments, Doctoral
Thesis, Mass. Inst. of Tech., March 1962, AD-276-Z54.

30. Wolf, H., The Use of a Nonlinear Device in the Feedback Loop of
an Exponential Delta Modulator, Army Signal Research and Development Lab.,
26 July 1960, ASRDL Tech. Rpt. No. 2141, AD-245 853.

31. Zetterberg, L. H., "A Comparison Between Delta and Pulse Code
Modulation," Ericosen Technics; Stockholm, Sweden, Vol. 2, pp. 95-154,
1955.

-131-



I
APPENDIX I

COMPUTER SIMULATION OF ONE-BIT DOUBLE INTEGRATION
WITH PREDICTION

During the advanced study phase of this contract, a computer program
was written to simulate the one-bit double integration with prediction Delta
Modulation system (DIWP). A block diagram of this system is shown in Figure
I-I showing the encoder, decoder, and noisy data link. Shown in Figure I-Z is
a flow diagram of the computer program. A correspondence can be drawnI between Figures I-I and I-Z on a block-for-block basis. The following is a
description of the program.

At the start of the program, the input tape containing the IMITAC-
scanned image data in binary form is read into the computer memory. The
program indexing command picks the proper signal value and the encoding
process begins. The predicted signal value, Vpn , is subtracted from the
analog input signal value to determine the quantizer input signal, en. The
initial value of the predicted signal, Vpo, is set at one-half the maximum
value obtainable by the input signal. At the start of each scan line of data,
Vpn is'reset to this value. The quantizer tests en for polarity to determine
the one-bit binary code for transmission over the data link. This code is
also decoded into positive and negative pulses for input to the first linear
integrator. The integrator is represented by a running counter. A positive
or negative pulse causes a "I" to be added to or subtracted from the counter.
This count is amplified and becomes Cn, the staircase input to the second
integrator. The output of the second integrator becomes

Vn = SCn + Vn i , (I-)

where S is the initial slope or increment added to the output for a count of plus
or minus one. The sequence of values represented by Vn is the output image
without data-link noise added, since the encoder and decoder double integrators
are identical. In a practical system, however, it is not necessary that values
Of Vn be generated in the encoder because only the predicted signal is Used for
the encoding process. The value Vn is subtracted from the input signal from
which this output was generated to form an error signal En, which, later in the
program, is used to generate an error signal image. Also, this error signal
value is used for signal-to-noise ratio calculations.
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IThe predicted signal is also calculated by the second integrator from
the equation

Vpn = SCnP + Vn , (U-2)

Iwhere P is the prediction interval specified as a number of sample periods.

Vpn is stared for future use with the next video-input signal.

At this point, amplitude distributions are calculated by the program,
Set aside in the computer are a number of memory locations or "bins" cor-
responding to all possible values that the signal in question can have. As an
example, the input video signal can have any one of 64 different values (0 through
63). Sixty four "bins" are reserved for the input signal amplitude distribution.LA "I" is added to the proper bin, depending upon the value of the input-signal
sample. At the end of the computer program, the "0" bin would contain a
number equal to the total number of signal samples equal to zero in the input
image and, correspondingly, for all other bins. These 64 numbers can be
plotted versus the corresponding signal values to obtain the distribution.
Similar distributions are calculated for the output-signal image without data-1link noise and the error-signal image.

Provision has been made to calculate mean-square-signal and mean-
square-error values. The input signal value is squared and added to a running
sum. At the end of the program, the mean-square signal (MSS) is calculated
from the following equation

M

MSS 2 V(1-3)
-M In ' 

(I-3)

nl

where VIn are the input signal values and M is the total number of samples in
the image. Correspondingly, for the mean square error (MSE)

M 
2

MSE = - M E n  (1-4)

n= I

The output signal-to-noise ratio is, then,

SINou MSS

OUT -MSE (-5)
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S"-The values of MSS and MSE are typed out by the console typewriter at the end
of the program run after all M samples have been processed.

After calculating Vn and Vpn, the distributions, and MSE and MSS, the
program enters the data link and a decision is made as to whether or not noise
is to be added to the one-bit code. A pseudorandom number generated by a
Philco preprogrammed subroutine called RAND1* is compared with a preset
noise threshold and the noise decision is made. From this point two paths are
provided. In the noise path the code is changed to its complement and the signof the pulse is changed. Double integration takes place in the decoder and the
values of Vn', the output signal with data-link noise, are calculated from the

equation

Vn' = SC n ' + Vn_ , (1-6)

[ where the prime indicates values in the decoder. If the data link were noise-
free, this equation would be identical with Equation 1-1, the corresponding
one in the encoder.

The program, up to this point, has processed one input signal value.
A test is made to determine if all input signal values have been processed. If
they have not, the indexing portion jumps back to the beginning and picks up
the next sample. Processing begins once again. When all processing is done,
that is, all M samples have been encoded and decoded, the output values are*
placed on magnetic tape in binary form or are typed out on the console typewriter
in decimal form. Three images are generated: the values of V n , Vn', and En.
These images are obtained by using IMITAC to convert the digital signal on tape
to an analog signal on the sheet or polaroid film. A fourth output tape contains
the amplitude distributions which are printed out in decimal form using Philco's

- High-Speed Printer. The console typewriter types out the number of noise
errors generated in the data link and MSS and MSE.

The program has been written so that the one-bit DIWP parameters may
be varied. These variables include the initial slope, S; the prediction interval,
P; the horizontal and vertical sampling rates; and the data-link noise threshold
Also, it is possible to run the program without data-link noise added, without
MSS and MSE, without the amplitude distributions, and without the error-signal
image. Average program running time is 17 minutes.

* The Subroutine RANDI, Catalog Number SMKI dated May 8, 1959,
Philco Corporation, Computer Division, Marketing Services

I
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APPENDIX II

IMITAC

A. Introduction

IMITAC (IMage Input To Automatic Computer) is an input-output device
for the Philco 2000 computer capable of transferring image data to magnetic
tape for use in simulating image processing logics. (This process is referred
to as the READ mode in this appendix). IMITAC is also capable of the reverse

.. process of transferring simulation results from magnetic tape to image form
on photographic film (called the WRITE mode in this appendix). Furthermore,
in addition to the straightforward transducer functions described above, IMITAC
is capable of elementary processing such as spatial filtering and level slicing.

In its basic mode of operation, IMITAC scans a photograph, samples the{resulting analog voltage at each of as many as 106 elemental positions,
quantizes these samples into as many as 64 levels, and then transforms the
quantized sample into a six-bit binary code suitable for the 2000 computer.
The analog voltage is sample at a 20-Kc rate; the total time to sample 106

positions and transfer the data to magnetic tape via the 2000 Universal Buffer
Controller (UBC) is 70 seconds.

B. Description of IMITAC

As shown in the block diagram of Figure 11-1, the two basic IMITAC
components are the flying-spot scanner and the control logic. These operate
in conjunction with the Universal Buffer Controller (UBC) and Magnetic Tape
Transport (MTT), which are satellite devices of the Philco 2000 Computer.

j The UBC provides temporary storage of information being transmitted in
either direction between any two input-output units of the Philco 2000 system.
In this case, it transmits data between IMITAC and the MTT at speeds and
formats compatible with each unit.

A photographic transparency is scanned (READ mode) by the flying-spot
of the IMITAC CRT, and the transmitted light is collected and fed to a phototube
shunted by a nonlinear diode which produces a video signal inversely proportional
to the density of the transparency. This logarithmic READ characteristic gives
equal weight to equal density differences, thus matching data processing to the
logarithmic characteristic of the eye. Thus, noise or spurious effects such as
contouring introduced during simulations will appear uniform to the eye over
the entire range of image gray shades.
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The use of a logarithmic characteristic provides two system benefits,
viz., it compensates the nonlinearity of the CRT transfer characteristic in the
Write Mode and allows simple, automatic cancellation of CRT phosphor grain

noise over the entire range of image gray shades during the Read Mode.

Noise produced by CRT phosphor grain is cancelled from the video
signal by subtracting the logarithm of the output of a special photomuitiplier
(which directly views the CRT) from the logarithm of the video.*

The video is converted to a six-bit binary signal (64 levels) which is
suitable for storage on Philco 2000 magnetic tape via the Universal Buffer
Controller (UBC). The UBC has a magnetic core storage which is loaded one
block at a time at IMITAC speed and unloaded onto magnetic tape a block at a
time at computer speed. Each IMITAC scan line is recorded in a separate
magnetic tape block. IMITAC generates parity check bits required for 2000
computer operation and also the proper control signals for interlock with
the UBC

Directly coupled dynamic focus circuits counteract the off-axis defocus

due to the geometry of the electron optics, thus providing optimum focus over
the entire scan-raster area.

Off-Axis "pincushion" distortion of the scan raster due to the geometry of
electron optics is corrected by a special coil assembly attached to the deflection

yoke;

C. IMITAC Characteristics

1. General

The input to IMITAC consists of an image on a 4- x 5-inch glass
plate which provides a rigid surface for the emulsion. Image size is nominally

* The signal reaching the main photomultiplier is of the form SN, where

S amplitude variation due to slide opacity,

N amplitude variation due to phosphor noise.

Cancellation is as follows:

Output = log SN - log N,

= log SN
: N

=log S.
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3 x 3 inches. The number of scan lines can be either 256, 512, or 1024. The
size of the raster imaged on the glass slide is kept constant as the number of
scan lines is changed. In addition, the number of sample points can also be
varied. At the present time, the combinations of sample points and scan lines
that can be obtained are shown in Table f-i

I TABLE II-1

IMITAC SAMPLING PATTERNS

Total
Sample Scan Picture

Points Lines Elements

Ii
1024 1024 1,048,576

1024 512 524,288

1512 512 262, 144
256 256 65,536

2. System Frequency Response

The major factor which determines system resolution is the size

of the CRT spot when it is imaged on the input photo. The size of the scanning
spot can be changed by changing either optical or CRT-spot focus. The method
of adjusting spot size is to scan a special rectangular bar test chart (see Figure
11-2 ) and plot a curve of video amplitude versus line spacing. Focus is adjusted
until the point on the curve which is down 3 db occurs at the desired line spacing.
Figure U-3 shows a typical curve taken in the READ mode of operation in which
the 3-db point has been adjusted to 512 lines per raster. The ultimate capability
of IMITAC is a 3-db point at 1024.1ines per raster.

A similar curve could be obtained in the WRITE mode by printing out
a special test tape containing binary data representing the pattern on the READ
test chart. Microdensitometer measurements of this photo would yield a WRITE
Resolution Response Curve.

* The band limiting effect of the phosphor time constant (1.4 pgsec for P24

phosphor) is negligi ble compared with the 50 Rsec sampling interval.
Also, the video amplifiers are wideband compared with the 10 kc maximum

video rate; thus, they produce no degradation of the video waveform.
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The resolving powers of the photographic materials used in IMITAC
are shown in Table 11-2.

TABLE 11-2

PHOTOGRAPHIC MATERIALS USED IN IMITAC

Resolving Power

Material Use Line Pairs Lines per Spatial Frequency
per mm 3-inch Raster at 3-db Point

4"x5" Continuous Input 75-90 11, 000 to
Tone Glass Photo- image 13, 500

..... .... - ... .. .... graphic Plate

Output
Polaroid Film check 30 4,S50

print
(positive)

4"x 5" Sheet Output 75-90 1l,000 to
Film negative 13,500 4572 lines/raster

3. System Transfer Function

Figure 11-4, the READ Transfer Characteristic, is a curve of video
voltage ihto the analog-to-digital conrerter versus the density of a gray-scale
test photograph. The log diode in the IMITAC video amplifier should cause this
voltage-density curve to be a straight line. The curvature of the line is due to
stray light effects, in particular the halo surrounding the CRT spot. The straight
curve of Figure 11-4 was obtained by artifically eliminating most of the stray
light by masking all but a small slit surrounding the bar chart on the test slide.
Because this artifice cannot be utilized in an actual raster scan, operation is
restricted to the nearly linear portion of the curve between subject densities of
0 and '1. 0.

Figure 11-5, the WRITE Characteristic, shows a nearly linear
relationship between the log of CRT brightness and voltage out of the digital-to-
analog converter. (This relationship is due to the nonlinearity of the CRT
transfer characteristic.) Fortunately, most films have a linear density versus
log exposure characteristic; therefore, it is merely necessary to adjust the

I1-7
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amount of light transmitted through the optical system to match the linear
region of the recording film. (See Figures U1-6 and 11-7 for exposure curves
for two films used in IMITAC.)

The net result of combining all the above transfer characteristics is
the over-all transfer characteristic shown in Figure 11-8. This shows that the
density of the 4" x 5" sheet film negative is a linear function of the density of
test bars on the continuous-tone photographic glass plate positive input slide.
Also shown is a similar linear curve for a print made from the 4" x 5" sheet
film negative.

D. Auxiliary IMITAC Features

One auxiliary feature of IMITAC is-the ability to short out individual bit
channels when operating in the WRITE mode. Six switches permit the removal
of any combination of bits. One use for this feature is the simulation of 6-, 5-,
4-, 3-, -2, or l-bit PCM using a single 6-bit input tape.

Another use for this feature is to provide a threshold for making decisions
in special simulations.

In addition to the components shown in Figure H-1, the components and
connections which enable the extraction of simple features from the photograph
as it is scanned have been added. These consist of a beam splitter which
produces a second optical channel from the transparency to a new photomulti-
plier, a special aperture consisting of two-color transparent filters in the
objective-lens plane, and circuitry for the second channel. In combination,
these components enable the generation of a vtdeo signal that represents scan-
ning by an aperture of arbitra'rily adjustable shape and with both positively and
negatively weighted areas. This signal is processed by a threshold amplifier.
An output from this amplifier indicates the detection of a feature defined by the
aperture shape.

For the detection of straight-line segments, the aperture consists of two
adjacent rectangular slits. Each slit (or bar) consists of a different colored
optical filter. The filter colors are separated sufficiently in wavelength to
prevent crosstalk. Each of two photomultiplier tubes covered with corresponding
filters receives the light energy passing through one of the aperture slits. The
logarithms of the outputs of the photomultiplier tubes are generated by nonlinear
diodes across the phototube outputs. The two outputs are weighted, one positively
and the other negatively, and then added to produce the ratio of the densities of
two small adjacent areas of the original transparency enclosed by the composite
slit. When the density of the transparency being traversed is uniform, the out-
put ratio is unity. (Unity output is considered zero signal.) When the boundary

H-10
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between two d11'i reut densities ii E¢cnne( and the boundary is parallel to the
compomitA mlit thore in a maximum outp',L signal. Th, the slit-aperture
arrangement "dOtects" density changcs whose boundarits are parallel or
nearly paral',ei, to the slit, Am the angle of the density tansitions cdhanges
from 0 to 90 doigree with rk spect t, the tilit, the output drops from a maximum
to a minimure.

A concotric ring apcrturt. n1.i,, I %m .,n u N.d to d. te(:t gradients without
regard to theiit direction.
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